EL Best in Service
Best in Safety

Networks

2018
Asset Management Plan

0800 800 935 |




OUR
PURPOSE

Enabling our
commun ities to thrive

OUR
VISION

C eating an
gyft




WEL Networks | 2018 Asset Management Plan m

FOREWORD

29 March 2018
Dear Stakeholders,

Thank you for taking the time to review the WEL Networks Limited Asset Management Plan (AMP) 2018. In essence the
AMP is a snapshot of our intended capital expenditure on our network over the next ten years. It outlines the investment
rationale and performance measurement of our assets and enables our community to thrive through the provision of

a strong, safe, efficient and reliable supply for our customers.

The AMP reflects our vision to create an innovative energy future. This vision is clearly demonstrated through projects
focused on safety, continuous improvement and understanding new technologies and how they can benefit our network
and our customers.

Your feedback is essential for our business to progress and I’d invite you to comment on the initiatives outlined either
by emailing me (garth.dibley@wel.co.nz) or phoning 0800 800 935.

Garth Dibley

Chief Executive

wel.co.nz
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EXECUTIVE SUMMARY

The Asset Management Plan (AMP) describes the

nature and characteristics of our assets and investment
requirements; it also provides an overview of our asset
management planning, systems, procedures and practices.

The Asset Management Plan provides a clear description
of the objectives, measures, and targets we aim to
achieve on behalf of our stakeholders.

It describes the investments we intend to make over the next 10
years and how these activities will be managed to deliver and
meet the requirements of our current and future customers.

PURPOSE

The purpose of this AMP is to communicate with our

stakeholders by:

] providing readers with an appreciation of the nature
and characteristics of the assets we own and operate

= recording the investment requirements we
foresee over the AMP period so we can continue
in accordance with our vision of “Creating an
innovative energy future”

] providing an overview of how stakeholder interests
are incorporated into our asset management
planning, systems, procedures and practices

] demonstrating the interaction between the plans, our
corporate vision and our asset management objectives

] conveying our asset management and planning
processes, which have been set in place to meet
our asset management objectives of safety, high
quality customer experience, cost efficiency and
asset performance

=  describing the relationship of the AMP with our
strategic plans and its importance as a key
planning document.

Where there is technical information in this AMP we aim to
explain it in a way that provides meaning and value to all
our stakeholders.

Period Covered by the AMP

This plan covers a ten year period from 1 April 2018 to

31 March 2027 (AMP period). As with any long-term plan,
the integrity and accuracy of the details tend to be more
accurate in the earlier years as it is easier to predict the
near-term state of our assets and required actions, plans
and expenditure.

Approval Date

This plan was reviewed and approved by the WEL
Networks Limited Board of Directors on 21 December 2017.

Scope of the AMP

This AMP covers the WEL Networks assets used in the
delivery of electricity distribution services to the customers
connected to our network.

Intended Audience

The intended audience for this AMP includes: our
community, our customers, the Commerce Commission
and the Electricity Authority, our staff and contractors,
and other interested parties.

OVERVIEW OF WEL NETWORKS (WEL)

WEL Networks (WEL) is owned by the WEL Energy Trust
(Trust). WEL supplies electricity to the northern Waikato
and small networks in Cambridge and Auckland. Hamilton
is the main electrical load centre where customers enjoy
a high level of reliability. Outside of Hamilton the network
area is predominantly rural. WEL's network area is

shown in page 18. Our network is supplied by three Grid
Exit Points (GXP) owned by Transpower and two large
embedded generators at Te Rapa and Te Uku. Our 33kV

subtransmission network connects the GXPs with zone
substations which in turn supply our 11kV distribution
network. This network feeds our low voltage network
supplying the majority of our customers. Our network is
more than 5,300km in length and consists of more than
200,000 individual asset components. Within the network
we maintain and operate 25 zone substations and 17
switching stations (11kV) to enable a reliable supply of
electricity to our customers.

Best in Service Best in Safety



The total electricity delivered in 2017 was 1,219GWh
with a coincident peak demand of 273MW. We have nine
broad groups of stakeholders - our customers, retailers,
community, environment management, regulators,
Transpower, service providers, staff, and our Board of

KEY THEMES AND INITIATIVES

Throughout this document we describe and explain our
key themes and initiatives for the AMP period. They are:

Safety

WEL desires to be the ‘Best in Safety’. To put us on
the right path, we have developed a health and safety
strategic road map and an annual health, safety and
wellness plan. Further, we have undertaken safety
initiatives to improve awareness of and our response
to potential harm to the public. These are: ‘Stop-for
safety’ exercise, Incident Causation Analysis Method,
concentrated pillar inspection exercise and Health and
Safety meetings with WEL contractors and WEL senior
management are held bi-monthly to discuss any safety
issues that arise and to share industry safety information

Our primary measure for safety performance is Total
Recordable Injury Frequency Rate (TRIFR). This measures
all injuries within a given period relative to the total
number of hours worked and we have set our annual
target to <3.5 throughout the AMP period. Details of our
safety objectives, initiatives and measures are discussed
in section 5.2.

Continuous Improvement

WEL Networks operates on a Continuous Improvement
framework and have invested in improvements as outlined
in the following sections:

. Works management improvement

WEL Networks has engaged a specialist asset
management consultancy to support Maintenance
Strategy, Asset Planning, Works Programming and
Operations Scheduling to achieve a more robust
delivery work flow with improved and more stable
planning horizons. The same organisation is also
completing a strategic level review of WEL Networks
data management framework.
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Directors. We have identified our customers’ expectations
through surveys and direct interaction to ensure we
continually focus on what is important to our customers.
Our stakeholder requirements are discussed in detail in
Section 3.1, which drive our expenditure plans.

A work management roadmap was developed

and has allowed WEL to balance resources and
investment by shifting key responsibilities within
teams to meet the demands for work in the different
job categories on a risk-prioritised basis.

For Contract Management — WEL Networks has
established a preferred contractor relationship and
through a collaborative approach by both companies,
efficiency gains will benefit our customers.

We maintain Terms of Trade for all contractors to
ensure all parties have a clear understanding of
responsibilities for work engagement.

Works management improvement is further
described in Chapter 4.

- Maintenance and renewal

Condition Base Risk Management (CBRM) models
have been implemented across the key asset fleets
and the results are used for the renewal strategy.
Failure mode, effects and criticality analysis (FMECA)
are now integrated in our maintenance strategy.
Standard Maintenance Procedures for plant
maintenance and corrective works were developed
to improve our delivery of maintenance works.

= Customer Initiated Work process

A project is underway with a focus on lifting
customer service within the Customer Initiated Works
team. A consultant organisation was engaged to
complete an initial review which included customer
involvement through interviews and a series of
workshops. A roadmap has been provided for WEL
Networks to work through.

wel.co.nz
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] Establishing centre of excellence for smart
data analytics

Approximately 70% of WEL Networks ICPs
(Installation Control Point) have a WEL-owned
smart meter installed. With the data from smart
meters, WEL has developed data analytics that are
used for real time operation and planning activities.
Benefits are, but not limited to, proactive low
voltage correction, improved fault detection and
management, improved network flexibility, reduction
in fault call outs, revenue assurance and reduction in
capital expenditure. WEL as a Metering Equipment
Provider, shares these benefits and expertise

with other EDB’s with similar systems. Chapter 7
describes these benefits in detail.

*=  Customer experience

WEL seeks to continually improve rural reliability.
To achieve this we have an annual allotment

for replacement of 16mm? copper conductor,
installation of isolation devices to minimise affected
customers during an outage and provide network
interconnections as back feed during outages.
Our customer experience is further enhanced with
the use of smart meter data as described above
providing us with real time operational benefits
including fault detection and network flexibility
(minimising customer affected by faults).

=  Emerging technology

WEL is undertaking investigation and testing of
solar generation (PV) and battery storage to have
a robust understanding of the capabilities, impacts
and influence to the network. These investigations
and tests will help us in our future network
investment decisions to further our services to

our stakeholders. Chapter 7 provides information
on our plans and initiatives.

EXPENDITURE FORECAST

Our forecast expenditure for the 10 year AMP plan is
shown below in nominal price terms.

Capital Expenditure on Assets

The capital expenditure is up by $15M across the 10 year
planning period compared to last year.

In the previous year, we raised our customer connection
budget by $12M. This year we have increased the 10
year budget by an additional $21M. Of this increase,
$12M is expected across the three years from FY19-21.
This is driven by strong regional growth in all areas.

The strong customer growth has affected our network
development expenditure in two ways. Some network
development is triggered and replaced by customer
projects. Other network development projects have been
delayed to allow customer projects to be programmed.
The overall effect is a reduction in Network Development
of $8M across the 10 year period.

Asset renewal is up by a total of $2M across the 10 year
period. The majority of this expenditure is driven by safety
and environmental initiatives in the following three areas:

1. Pole replacements: improved inspection techniques
have identified further at-risk poles.

2. Pillar replacements: following the 2017 inspection of
all pillars.

3. Distribution transformers: a short term boost in
expenditure is required to replace transformers where
we unsuccessfully attempted to extend their
operational life beyond the design life.

Best in Service Best in Safety
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CAPITAL EXPENDITURE ON ASSETS

In Nominal Price
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Operational Expenditure
The operational expenditure gradually ramps up across 1. Budgeted maintenance of distribution lines,
the 10 year planning period. The total budget has been including additional corona inspection and additional

increased by $4M. There are two areas where increases requirements for voltage regulators.

have been significant: 2. Overhead costs for fault responses.

OPERATIONAL EXPENDITURE ON ASSETS

In Nominal Price
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BACKGROUND

This chapter introduces WEL Networks Limited (WEL) and our customers.
It provides an overview of our distribution network that serves our customers

11 WEL OVERVIEW

WEL and its direct predecessors have supplied
electricity to the northern Waikato for nearly 100

years. The network area includes the major population
centre of Hamilton, and the regional centres of Raglan,
Gordonton, Horotiu, Ngaruawahia, Huntly, Te Kauwhata
and Maramarua.

1.1.1.

WEL Energy Trust

WEL Networks is fully community-owned, with the WEL
Energy Trust as our sole shareholder. The Trustees are
elected by WEL's customers, with elections held every
three years. The Trust is responsible for appointing WEL's
Board of Directors. The Trust monitors the performance
of WEL and is consulted on strategic initiatives including
asset management measures and targets. As the Trust is

1.1.2.

Our corporate purpose, vision and values align with the
Trust’s purpose statement outlined below. This ensures
there is a clear line of sight between the aspirations of the
Trust and how we operate as a business.

Our purpose expresses why we exist as a business while
our vision describes our future state while our values
describe the mind-set required of our people to ensure
our success in this aspiration.

WEL Energy Trust’s Purpose

“Growing investment for our community”

The Trust’s purpose is to grow investment for our
community by being diligent shareholders and by utilising

The following sections describe WEL's ownership and
governance structure, along with our vision, purpose
and values.

OWNERSHIP AND GOVERNANCE

community owned the income it generates benefits the
community that WEL serves.

Hamilton City Council, Waikato and Waipa District
Councils, and ultimately their respective communities,
are our capital beneficiaries.

For more information about the Trust go to
welenergytrust.co.nz

CORPORATE OBJECTIVES AND VALUES

our profits effectively in our community through an annual
discount on individual electricity accounts and through a
programme of community grants.

As our communities grow WEL Networks continues to
play an essential role in the region’s long-term economic
and social development. We do this by identifying and
investing in new technologies that benefit our people,
modernise our network and future proof our communities.

Best in Service Best in Safety
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Our Purpose Our Vision

“Enabling our communities to thrive” “Creating an innovative energy future”

Our Values

We explore opportunities, we listen to ideas and we adapt to changing
situations with an open mind.

AGILITY

We ensure our day to day activity is sound while exploring ways to improve the way
we work. We ask “is there a better way to do this?” and we investigate options.

BUILD THE BUSINESS

We work as a team across the business to do things the right way. We treat others
with respect, listening to their needs so we can deliver a safe and reliable service to
our communities.

CARE FOR OUR
PEOPLE, CUSTOMERS

AND ASSETS

DO THE RIGHT THING

EVERY DAY -
HOME SAFE

mlojofa]>

We make decisions with integrity and we earn the respect of our communities by
being accountable for our actions.

The safety of our staff, our colleagues and our communities is our highest
priority. We lead by example, challenging unsafe actions to ensure everyone
goes home safe, every day.

As a business we take pride in these values and demonstrate them in every interaction with our customers and the community.

Informing our Asset Management Objectives

Our purpose, vision and values drive the priorities defined
within our Strategic Plan. They also provide context for
our business and asset management practices.

The asset management strategies defined in our

Strategic Plan are:

=  Qur asset management investment decisions reflect
safety as our top priority and are optimised based
on a quantifiable trade-off between capital and
operational expenditure, risk and reliability;

= Preventive and corrective maintenance decisions
are made using quantitative analytical techniques
such as Condition Base Risk Management
(CBRM) and Failure Modes Effects and Criticality
Analysis (FMECA). These techniques allow for a
quantifiable trade-off between capital and operational
expenditure, risk, and reliability considerations.

= We leverage our Smart Meter data to inform the
way we plan, build, maintain and operate our
network. This includes voltage exception analysis,
fault identification and remediation, peak capacity
planning and optimised load control;

Ll How, when and who we use to deliver our AMP
are key inputs in our investment decisions; and

= We have an effective operational business metering
team and are recognised externally as a leading
player in the smart metering business environment.

The strategic plan in turn provides the performance
requirements, targets and initiatives for each of our asset
management objectives. Our asset management objectives
cover four key areas; safety, customer experience,

cost efficiency and asset performance as outlined.

Safety: Safety is our highest priority. Our objective
is to provide a safe environment for our staff,
contractors and members of the public.

Customer Experience: Our customer objective

is to deliver the quality of supply (reliability) sought
by our customers and provide them with high
quality services.

Cost Efficiency: Our objective is to make the
right investment choice at the right time, and to
deliver our works programme safely for the lowest
total ownership cost possible while achieving our
performance targets.

Asset Performance: Our asset performance
objective is to optimise the price-quality trade-off
based on our stakeholders’ needs. We will support
this by more clearly understanding our customer
needs, developing our asset management capability,
asset strategies, network configuration, and
supporting business processes.

Our asset management performance objectives are set
out in more detail within Chapter 5.

wel.co.nz
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1.1.3.

This section describes the governance arrangements,
organisation structure and key responsibilities of our
Executive Management, Asset Management, Operational
teams and supporting functions. The aim of the governance
and organisation structure is to ensure the necessary
accountabilities are in place for good asset management.

Board of Directors and Governance
Arrangements

The Trust appoints the Board of Directors, who govern the
company and appoint the Chief Executive.

These are the key Board level governance activities
relating to asset management:
=  Approval of strategic plans.

ORGANISATION STRUCTURE

WEL is structured into five divisions plus a wholly owned
subsidiary for delivery for the majority of the works plan.
The divisions are: Finance, Asset Management, People

CORPORATE AND ORGANISATION STRUCTURE

= Approval of the annual business plan and budgets.

=  Approval of the Asset Management Plan (AMP)
and corresponding work plan.

L] Individual project approval (for projects greater than $2M).

= Monitoring performance against the strategies,
objectives and targets in relation to the above
governance activities.

The Board receives regular reports and information on
the operational revenue and expenditure of the company,
capital expenditure and progress against established
timeframes, risk management and compliance,
performance and any customer complaints.

and Performance, Commercial and Technology. Figure
1.1.1 illustrates our organisational structure.

Chief Executive

Corporate
Administration

Contract &

Finance
Programme

Management
Accountant

Network Operation
& Maintenance

Asset Planning &
Engineering

Network Design

PMO &
Operations

Figure 1.1.1 Organisation Structure

Works Planning &
Distribution Design

Project
Management

Support Services

Works Delivery

Regulatory &

Human Resources Pricing

Procurement

Health & Safety

Customer
Services

Communications

Business
Assurance
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Executive Management Team

Our Chief Executive and executive management team are
responsible for developing our strategy and for leadership
within the organisation. The executive team is headed by
Chief Executive, Garth Dibley.

Asset Management Team

Our Asset Management team has overall responsibility
for the management and operation of the network
assets. This includes ensuring the assets are developed,
renewed, maintained, operated and used on a long-term

sustainable basis to meet the needs of all stakeholders.
Their key responsibilities are set out in the following table.

Teams

Key Responsibilities

Asset Planning and Engineering . Investment planning to meet the needs of stakeholders

L] SCADA/Network Management System (NMS), network automation,
Smart Grid and communications

. Manage Land Access, Consenting and Resource Management Act requirements

Maintenance Strategy and . Renewals and Maintenance strategy

Network Operate and Restore L Development of maintenance standards, policies and procedures
. Optimisation of lifecycle costs of network assets

. Management of the renewal and maintenance programme

L] 24/7 monitoring and operation of the network

. Control and permitting of access to the network

. Asset data management

Network Design . Design services for internal and external customers

L] Review and approval of design works provided by external contractors

Contract & Programme L]
Management .

Works programme management, works plan & spend profile development
Management of outsourced work through contract management
= Front-end management of customer initiated works

Principal Advisor . Monitoring asset performance outcomes
L] Maintenance of project optimisation tools
. SLA and KPI management

. Strategy and business planning

L] Portfolio Management

Table 1.1.2 Asset Management Team Responsibilities

Commercial Team — sets pricing and provides a Finance Team - provides financial modelling support and

commercial perspective on capital investment and the advice and management of funding to allow

contributions required for third party developments. for the asset management plan initiatives.

People and Performance Team — provides health
and safety advice on new equipment, operation and
maintenance of equipment. Provide recruitment and
workforce planning guidance and support.

BACKGROUND
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WEL Services

In 2015 WEL Networks undertook a review of our delivery
model as outlined in the WEL Networks Strategic Plan
(developed February 2015). The aim was to ensure the
right commercial decisions are made with regards to
insourcing and outsourcing of maintenance and capital
works. The project followed a robust methodology and
included learnings from other organisations as well as
thorough financial and non-financial analysis and evaluation.

The models evaluated were: status quo; partial
outsourcing; full outsourcing; an alliance and a subsidiary.
The results of our investigation demonstrated that the
best long term cost/benefit value for WEL would result
from a ‘combination’ model, in which:

] a wholly owned subsidiary delivers maintenance, first
response, second response and asset renewal works

= there is outsourcing of selected capital works, such
as customer initiated works and major capital project
work to one or more external service providers.

This model was endorsed by the WEL Networks Board
and work undertaken in the remainder of the 2015-16
financial year prepared the organisation for the wholly
owned subsidiary model.

The WEL Networks subsidiary was in place for the
beginning of the 2016-17 financial year and is now
recognised as WEL Services.

WEL Services is a fully owned subsidiary of
WEL Networks.

The WEL Services team has overall responsibility for the
operational delivery of the Works Plan assigned to them
and is divided into four primary sub-teams.

The key responsibilities are set out below.

Planning & Scheduling

Dispatch & Delivery

Project Management

Administration

1.1.4. CAPABILITY

We have commenced an in-depth review of the
competencies required by our staff and by our contractors
to build and maintain the electricity network.

Currently we are establishing the requirements framework
around both technical and behavioural competences.
Following the completion of the framework we will

Best in Service Best in Safety

Receipt of incoming work, complete detailed
design where required

Plan and schedule all work to efficiently
manage resources

Assignment and handover of work to resources

Delivery of maintenance, customer work,
faults and capital projects

Provide project management services to support planning
and scheduling on complex projects

Reconciliation of work order costs, SAP processing
and reporting

undertake a gap analysis which will lead to a training and
development programme for each craft and each individual.

Consideration will also be given to developing the
framework in accordance with other electricity industry
frameworks to provide the greatest level of alignment
and standardisation possible.
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1.2. WEL NETWORKS'’ DISTRIBUTION AREA

This section describes our network and provides an overview of our assets grouped according to their function

Network Overview

Our network stretches from Hamilton in the southeast, to
Raglan in the west to Maramarua in the north. We also

own and operate small embedded networks in Cambridge

Figure 1.2.1

and Auckland. Our coverage area is illustrated in
Figure 1.2.1 and 1.2.2 below.

{BrickSt@
Hulme PI®

.Enmpass.Pt X
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L el . @Flagship
- "Wattle Downs@® @ Porchester Rd

@ Oaklands

Figure 1.2.2

The network assets that are used to provide electricity to the WEL distribution area consist of four main components:

(1) Grid Exit Point (GXP)

We take supply from three GXPs (owned by Transpower) located at Hamilton, Te Kowhai and Huntly as described below.

General Description

Hamilton

Hamilton GXP supplies electricity at both 33kV and 11kV. Hamilton GXP supplies part of Hamilton and the

eastern part of our distribution area. Our 33kV subtransmission network from Hamilton has a degree of
interconnection with Te Kowhai providing an additional level of backup and security for Hamilton

Te Kowhai

Commissioned in 2005 Te Kowhai GXP supplies electricity at 33kV. Te Kowhai GXP supplies the remaining

part of Hamilton and the western part of our network. As mentioned above, the 33kV subtransmission
network from Te Kowhai has a degree of interconnection with Hamilton GXP

Huntly

Huntly GXP supplies electricity at 33kV to our northern distribution area. In 2017, we have discontinued
the use of Bombay GXP via Meremere as an alternative supply to the northern network.

wel.co.nz
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OVERVIEW

LEGEND

' Grid Exit Point (GXP)
Zone Substation

e==» 33kV Subtransmission
WEL Networks Boundary
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---Finlayson Rd

---Hampton Downs
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L
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]
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Figure 1.2.3: WEL Network Boundary, 33kV subtransmission, GXP and zone substation
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(2) 33kV Subtransmission and Zone Substations

Our 33kV subtransmission network transports electricity
from Transpower’s GXPs to our zone substations

that in turn supply the 11kV distribution network.

The subtransmission network is 440km in length and
consists of an interconnected mesh around Hamilton,
with double and single radial circuits. Zone substations
that are supplied with single radial circuits have 11kV
distribution circuits providing partial backup.

The level of security provided in the majority of

the subtransmission network is known as N-1.

This means that the network can withstand the loss
of one component and continue to supply electricity
to customers.

There are 25 zone substations on the network including
Hoeka substation which was commissioned in October
2016. All zone substations have two transformers (N-
1) except Whatawhata, Glasgow, Finlayson, Raglan,
Hampton Downs and Hoeka. These are smaller rural
zone substations that supply smaller loads with a single
transformer (N security).

The level of security available at each zone substation
is in accordance with WEL network security criteria
discussed further in Chapter 6.

3) 11kV Distribution

Our distribution system takes supply from zone
substations and the Hamilton GXP at 11kV. The
distribution system is comprised of 11kV overhead lines
on poles and crossarms, underground cables, distribution
transformers and switching stations, and consists of
approximately 2,620km of 11kV cables and overhead
lines, generally known as feeders.

The Hamilton CBD 11kV distribution network consists

of 11kV underground trunk feeders interconnecting
within the CBD network. The interconnection of the 11kV
feeders provides an additional level of security, over and
above that provided in the subtransmission network.

The CBD distribution system has provided a high level

of reliability to the CBD and its urban customers.

In other areas the 11kV distribution network is primarily
overhead lines except where they traverse the newer

residential areas. All recent and new subdivisions, whether
they are rural or urban, are reticulated with underground
cables in accordance with district plan requirements.

There are four main types of distribution substations
on the network. These are industrial and commercial,
residential berm, residential pole mounted and rural
substations. Each has different characteristics as
outlined below.

Industrial and commercial distribution substations typically
consist of enclosed, ground mounted transformers with
integrated high voltage switchgear integral to or adjacent
to the unit. They are site specific or only distribute
electricity to a small number of customers. Low voltage
distribution to these customers is protected using either
fuses or circuit breakers (CBs) located within the unit.

Residential berm substations consist of enclosed
ground mounted transformers with integrated high
voltage switchgear integral to or adjacent to the unit,
and customers are typically supplied from these units
via fuses and underground low voltage (LV) cables.

Residential pole substations consist of pole mounted
transformers with high voltage fuses above the unit.
Customers are supplied from these units via fuses to
LV overhead lines or underground cables.

Rural pole substations consist of pole mounted
transformers with high voltage fuses adjacent to the unit.
Customers are supplied via fuses and LV overhead lines.

A number of our large customers own distribution
networks within their sites. WEL only maintains and
operates these where it is contracted to do so.

(4) Low Voltage Network

We manage approximately 2,300km of low voltage (LV)
lines and cables. Approximately 90% of rural and 40% of
the urban low voltage network is overhead lines. All new
residential subdivisions, whether they are rural or urban,
are reticulated with underground cables.

LV assets include overhead lines, poles, insulators,
cables, supply pillars, fuses and other ancillary equipment.

wel.co.nz
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1.2.1.

The environment we operate in is an important factor in
delivering our services. There are a range of factors that
determine the operational environment.

These include:
L] Topography

= Climate
] Land access
= Vegetation

= Regulation
The sections below discuss each environmental factor.

Topography

The topography of our region varies greatly from the gently
undulating landscapes of Central Waikato, South Auckland
and the Hauraki Plains to the steep slopes of the western
hill country towards Raglan. The soil of our region is largely
free-draining and cultivated. However, there are also areas
of peaty loam, peat soils with wetlands in the Waikato
lowlands and large tracts of native forest in the western hill
country. This adds complexity to the design, construction
and operation of our network.

Climate

The northern Waikato region enjoys a moderate climate
with prevailing winds from the west. On occasions
unpredictable extreme weather conditions negatively
impact the performance and reliability of our assets.
Weather related events cause the highest incidence of
interruptions to our customers, particularly in rural areas.
This is due to the presence of overhead lines and outdoor
assets which are subject to interference from windblown
debris and failure during weather events.

Land Access

Our ability to gain access to our existing assets or secure
land for new assets is fundamental to our continuing
operations. As a Network Operator WEL has special
rights under the Electricity Act 1992 for assets built prior
to 1992. These special rights give equipment established
prior to 1992 existing use rights and the ability for

WEL to access and maintain the equipment. WEL is

Best in Service Best in Safety

OUR OPERATING ENVIRONMENT

also permitted to access designated road reserves
for installation, maintenance and repair of electrical
equipment under the Electricity Act.

We acquire easements for the installation of new

assets on private property in order to formalise both
the landowner’s and WEL'’s legal rights. Obtaining an
easement is usually straightforward when a private land
owner will directly benefit from the easement e.g. a new
connection. However, obtaining an easement for new
assets to transit private land where the landowner gains
no benefit is often challenging and time consuming.

As such, our planning systems ensure work commences
on obtaining the necessary easement as soon as
practical in the planning process. A conservative
approach is taken to the amount of land required for an
easement in order to reduce expense and any delay in
the delivery of new assets.

Vegetation

Vegetation located close to our assets has the potential to
interfere with the safe and reliable supply of electricity to
our customers. We manage all vegetation in accordance
with the requirements of The Electricity (Hazards from
Trees) Regulations 2003. We do this by patrolling,
monitoring and recording sites where vegetation

could interfere with the safe and reliable supply to our
customers. We trim or remove vegetation accordingly or
advise customers of their obligations if at-risk lines cross
private property.

Regulation

We operate in a highly regulated environment. As we are
community owned and our size is below the threshold
contained within Part 4 of The Commerce Act 1986,

we are exempt from direct price and quality control by
the Commerce Commission. We remain subject to all
other regulatory controls including significant Information
Disclosure requirements.
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ELECTRICITY DELIVERED AND DEMAND

As illustrated in Figure 1.2.2.1, the total electricity delivered at the end of financial year 2017 is 1,219 GWh with a

coincident peak demand of 273MW.

ELECTRICITY DELIVERED AND SYSTEM DEMAND
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Figure 1.2.2.1 Electricity Delivered and Peak Demand

The majority of customers across our network have

two distinct load profiles throughout the day. For urban
customers load is generally high in the morning with a
trough during the day and then increasing again in the

1.2.3. STAKEHOLDERS

2015 2016 2017

late afternoon and early evening. Peak load occurs during
winter. The rural profile follows a similar pattern with the
addition that dairy farms peak in summer during milking
times in early morning and mid-afternoon.

As a community owned company we consider our stakeholder requirements to have utmost importance.

Accordingly, we have considerable focus on identifying and meeting stakeholder expectations. We have nine

broad groups of stakeholders:

= QOur Customers
= Community

= Regulators

= Transpower

= Retailers

Each group is described on the next pages.

= Service providers
= Staff
= Board of Directors

=  WEL Energy Trust (as described in section 1.1.1)

wel.co.nz
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Our Customers

We place a strong emphasis on delivering quality service
to our customers. We have differentiated them into

six groups; domestic, general, small scale distributed
generation, streetlights and unmetered, large and
commercial customers. In addition we have residential,
general, streetlights and large customers in Cambridge
and Auckland on our external networks. These groups
can be further characterised as either being located within
the Central Business District (CBD), urban or rural areas
of our network. We also have a number of generation
customers who inject electricity into our network.

We identify our customers’ needs through surveys,
feedback and direct interaction. While there is diversity
in the level of service sought by the different groups, all
customers are concerned with four key service areas;
public safety, quality of supply, price of the service they
receive, and the level of customer service we provide.
Their interests are accommodated within our asset
management practices through delivering acceptable

asset management, technical and performance standards.

See Section 1.3 for further detail.

Retailers

There are 24 retailers brands who sell electricity and
ancillary services to our customers. In addition, retailers
in most situations are responsible for collecting revenue
on our behalf and maintaining the direct contractual
relationship with customers.

We maintain frequent communication with retailers
through our operational, billing and payment interactions
and regular consultation. We understand retailers’
requirements of us as an electricity distributor. These
requirements include: the delivery of effective business
to business services; use of transparent, simple and
appropriate network price structures; and fair contractual
arrangements. Retailers are viewed as customers in their
own right in addition to their role as representatives of
our customers.

Community

We have a responsibility to the wider community in which
we operate. Our owner is a community trust and as such
the wider community needs are an important focus for us.

Best in Service Best in Safety

We have developed our understanding of the community’s
needs through a number of channels including the Trust.
These needs include safety and the impact our assets
have on the environment. These needs are paramount

to us and are accommodated in our asset management
practices. Our objectives and approach to public safety
and environmental issues are described in Chapter 6.

Regulators

As an electricity distribution business our operations are
subject to regulations established under various Acts
including the Commerce Act and the Electricity Industry
Act. The regulations are primarily administered by the
Commerce Commission and the Electricity Authority.

The Commerce Commission is our economic regulator. It
manages regulations around price-quality requirements,
and public disclosure of important information (Information
Disclosure) that applies to WEL. The Electricity Authority
is responsible for establishing and regulating an efficient
electricity market and other related aspects of an
electricity distribution business, such as pricing structure,
interactions with the System Operator and commercial
agreements with retailers that also apply to WEL.

Transpower

We receive our electricity supply via transmission lines
owned and operated by Transpower, the New Zealand
transmission company. Transpower also holds the role
of System Operator (SO) responsible for, amongst other
things, maintaining the integrity of the electricity system
including the coordination of electricity generation.
Transpower and WEL consult extensively with each
other regarding our respective asset management plans,
commercial relationship and other industry issues. We
have established systems and protocols with the SO for
immediate communications regarding operational matters
should circumstances require it.

Service Providers

Our service providers are essential to our ability to
supply electricity distribution services to our customers.
Accordingly we are focused on ensuring they perform
and deliver the services required of them in a safe,
effective and efficient manner. They in turn require our
interactions with them to be predictable, transparent and
commercially sound.



Staff

Our staff are the driving force behind our business.

They value job satisfaction, a safe and enjoyable working
environment and to be fairly remunerated for the work
they perform.

We strive to be a good employer and have incorporated
health, safety and wellness policies and initiatives,
performance reviews and forward work planning so
staff can maintain a work/life balance.

Board of Directors

The Board of Directors are the shareholder’s
representatives in setting direction for the business.

1.3. OUR CUSTOMERS

WEL supplies electricity to a mix of customers across our
CBD, urban and rural environments. Our customers range
from low-use domestic though to very large users such as
the Waikato District Health Board. Effective engagement
with customers requires a targeted approach. Our largest
customers are regularly consulted on a range of issues
important to them through our key account and customer
works teams.

Number of Active Electricity Delivered Demand
Customer Group ICPs (GWh) (MW)

Domestic 74,183
General 12,162
Small Scale Distributed
. 639
Generation

Streetlights and Unmetered 277

Large Commercial’ 775
Embedded Networks 1,869

Table 1.3.1 Electricity Delivered and Demand by Customer Group

'Large Commercial all have a fuse capacity of 110 kVA or greater, are Time of Use metered and have a connection

voltage of 400V, 11kV, or 33kV

WEL Networks | 2018 Asset Management Plan m

As such they are concerned, amongst other
things, with:
providing a safe environment for staff, service
providers and the public

= enterprise value and the long-term sustainability
of the business

= ensuring a good reputation with the community
. customer engagement

= the long-term management of our assets

. managing business risk

. seeking opportunities for growth

. efficient operation

= developing organisational capability.

Their interests are identified and incorporated into

asset management practices through our
governance processes.

Customer Profiles

There are over 88,000 connections across WEL's
traditional network area with an additional 1,800 within
our networks located in Auckland and Cambridge.

The breakdown of load by customer group for the 2017
year is set out in the table below.

488 (40%)
215 (18%)
163 (60%)
7 (1 %)
9 (1%)

486 (40%) 110 (40%)

BACKGROUND
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1.3.1. MAJOR CUSTOMERS

We remain in regular contact with all of our major customers = Fonterra/Canpac International

to ensure their needs are considered in our asset planning »  The Embedded Network Company

and service delivery. In some instances the specific needs

of these customers influence the design and operation of " AFFCO
our network. For example additional security levels may be *  Foodstuffs
required in the connection of some customers, while others . University of Waikato

require fast response times to fault events to ensure that ,
. . i . Pact Group Holdings
essential operations can continue.

= Progressive Enterprises
Our nine largest major customers are:

= Hamilton City Council

= Waikato District Health Board

Electricity Delivered Peak Time Demand
(GWh) (MW)

Top 10 Customers 174 25
Percentage of WEL Traditional Network 14.4% 9.3%

Table 1.3.2 Major Customers Electricity Delivered and Peak Time Demand

Our two largest customers Hamilton City Council and consideration and priority attention in the event of loss
Waikato District Health Board are, like us, suppliers of of supply under provisions of the Civil Defence and
essential services. Accordingly they warrant special Emergency Management Act 2002.
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2| ASSET OVERVIEW

This chapter describes the population, age profile, and condition of our assets.
This chapter should be read in conjunction with Chapter 8 as this discusses the
maintenance and renewal methodology and expenditure.

WEL is continuing to improve asset condition data against the asset record in CMMS. Data sets presented
collection and processing. For the last three years, in this document reflect higher accuracies due to the
we have been capturing the asset condition data using following improvement implemented as part of the data
measurement points through the mobility solution that management continuous improvement programme:

are directly linked in the Computerised Maintenance
Management System (CMMS) (a function in SAP). This
methodology minimises inaccuracies, discrepancies and
eases processing of condition data. Traditionally, condition ~ *  SAP master data validation, verification and
data were captured in hard copies then saved as pdf files re-structuring in SAP for ease in generating
disclosure and asset management reports

Use of SAP configured measurement points in
capturing asset condition through the mobility solution

2.1. ASSET POPULATION SUMMARY

A summary of the population and condition of our assets is shown in Table 2.1.1 below. The condition is presented in the
scale we use for grading our assets. Condition 5 represents an asset in ‘as new’ condition and an asset is at condition
0 when it is ‘due for replacement’.

WEL Condition Score

Section Asset Category Quantity ““nnn“
© o Subtramsmisson

2.21 Poles No. 2,702 0 0 0 14 163 2,525
2.2.2 Crossarm No. 2,850 0 0 0 155 478 2,217
2.2.3 Subtransmission Lines km 191 0 0 0 0 105 86
2.2.4 Subtransmission Cables km 249 0 0 0 3 28 218
2.2.5 Subtransmission CBs No. 124 0 0 0 2 2 120
2.3.1 Power Transformer No. 46 0 0 0 0 11 35
2.3.2 Switchboards No. 55 0 0 0 6 4 45
2.3.3 Substation Buildings No. 30 0 0 0 4 21 5
2.4.1 Poles No. 36,713 0 0 34 342 2,861 33,476
2.4.2 Crossarms No. 71,113 0 0 482 7,569 16,359 46,703
Distribution and LV
2.4.3 km 3,275 0 0 454 132 600 2,089
Conductors

'For regulatory reporting purposes these condition profiles are translated into the Commerce Commission’s C1 to C4 condition scale
in the schedules attached to this AMP. The translation from our 0 to 5 condition scale to the Commerce Commission’s prescribed C1
to C4 scales is: WEL Condition 0 and 1 is translated to C1, 2 and 3 become C2, 4 is C3 and 5 is C4.

Best in Service Best in Safety
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WEL Condition Score

2.5.1 Distribution Cables km 680 0 0 71 60 197 352
2.5.2 LV Cables km 2,246 0 0 0 533 860 853

Distribution Switching

2.6.1 . No. 17 0 0 0 1 9 7
Stations
2.6.2 Distribution Transformers No. 5,899 10 3 28 328 671 4,859
2,71 Ring Main Units No. 1,002 0 0 0 o8 141 833
2.7.2 Distribution Circuit Breakers No. 448 0 0 7 45 30 366
2.7.3 Distribution Air N 930 0 2 4 7 17 900
e Break Switches o
Distribution Sectionalisers
2.7.4 No. 133 0 0 0 0 0 133
& Reclosers
2.8.1 LV Pillars No. 25,771 0 0 139 764 22 24,846
2.8.2 Protection Relays No. 655 0 2 16 106 12 519
Network Management
2.8.3 System Remote Terminal No. 389 0 0 0 26 0 363
Units (RTU)
2.8.4 Load Control Equipment No. 6 0 0 0 0 6 0
2.8.5 Meters No. 58,027 0 0 0 0 0 58,027

Table 2.1.1 Asset Population and Condition Summary

2.1.1. ASSET HEALTH INDEX (AHI)

Our asset renewal strategy discussed in Chapter 8 utilises

the CBRM methodology. In implementing the CBRM Condition  Health Remnant Life Probability
approach we have established an AHI for some of the Index of Failure
asset categories.

Bad 10 At EOL (<5 years) High
AHls combine age, condition, environment and risk -
to generate a more comprehensive measure of asset Poor - 5-10 years Medium
health than a condition score. A probability of failure
(PoF) is derived from the AHI and combined with
consequential losses in order to establish a risk level. Fair 10-20 years Low
An AHI of 0 means the asset is in ‘as new’ condition
with a very low PoF, whereas an AHI of 10 means it is Good 0 >20 years Very Low

near the end of its life with a high probability of failure.
This is illustrated in Figure 2.1.2.

Figure 2.1.2 CBRM Health Indices
Where an AHI exists for an asset category it has been

included along with the population, age profile and
condition information in the following sections.

wel.co.nz
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2.2. SUBTRANSMISSION

The subtransmission system transports bulk electricity The following asset categories are included within
across the region. It connects Transpower’s GXPs the subtransmission category:
to our zone substations. It also provides a level of

. . ] =  Subtransmission poles
interconnection between zone substations.

= Subtransmission crossarms
The subtransmission network operates at 33kV and is
440km in length, of which 191km is overhead and 249km
is underground. The majority of the overhead lines are

Subtransmission lines

= Subtransmission cables

in the rural areas while the underground network is split Subtransmission circuit breakers

between the urban and rural areas.

2.2.1. SUBTRANSMISSION POLES

Population

We have 2,702 subtransmission poles. Figure 2.2.1.1 shows the distribution by construction material.
The majority are concrete poles, with a small number of softwood, hardwood and steel poles remaining.

SUBTRANSMISSION POLES BY TYPE

@ 3000
o
€ 2500
k]
& 2000
£
é 1500

1000

500

0 —

Concrete Steel Hardwood Softwood
Pole Material

Figure 2.2.1.1 Subtransmission Pole Types

Age Profile

Subtransmission poles share the same age profile as expectancy and therefore require earlier replacement.
subtransmission lines, shown in Figure 2.2.3.2, as New poles installed are concrete due to the increased life
they are installed at the same time. The exception to expectancy, unless site considerations dictate otherwise.

this is wooden and steel poles that have a shorter life

Asset Life expectancy (Years)

Concrete poles 70
Wooden poles (both softwood and hardwood) 45
Steel Poles 45

Table 2.2.1.1 Life Expectancy of Subtransmission Poles
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Condition

The condition profile of the subtransmission poles is shown in Figure 2.2.1.2 below. Field inspections indicate that in
general the condition of subtransmission poles is good.

CONDITION OF SUBTRANSMISSION POLES

1200
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400

200
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Condition

Figure 2.2.1.2 Condition of Subtransmission Poles

2.2.2. SUBTRANSMISSION CROSSARMS
Population

We have 2,850 subtransmission crossarms with the vast majority being hardwood. It is our current practice to install
galvanised steel crossarms on the network due to their increased life expectancy and lower resultant whole of life cost.

SUBTRANSMISSION CROSSARMS BY TYPE
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Figure 2.2.2.1 Subtransmission Crossarm Types
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Age Profile

The age profile of the subtransmission crossarms is shown in Figure 2.2.2.2.

CONDITION OF SUBTRANSMISSION CROSSARM
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Figure 2.2.2.2 Age Profile of Subtransmission Crossarm

Wooden crossarms have half the life expectancy of the line so must be replaced at least once during a line’s lifetime.

Steel crossarms 60

Hardwood crossarms 35

Table 2.2.2.1 Life Expectancy of Subtransmission Crossarms

Condition

The condition profile of the subtransmission crossarms is shown in Figure 2.2.2.3. Field inspections indicate that in
general the condition of subtransmission crossarms is good.

CONDITION OF SUBTRANSMISSION CROSSARMS
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Figure 2.2.2.3 Condition of Subtransmission Crossarms
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2.2.3. SUBTRANSMISSION LINES

Subtransmission lines connect GXPs to the zone copper precluded its use and the installation of various
substations at 33kV, and are overhead conductors. aluminium conductors commenced. ACSR was the first
aluminium conductor utilised, but more recently AAC and

Population AAAC have been adopted as network standards.

We have 146km of subtransmission lines in rural areas,
37km within the Hamilton urban area and 8km in Huntly. = Copper

Subtransmission lines consist of conductors (wire). Four

Aluminium conductor steel reinforced (ACSR)

types of conductors are used on our network. « Al aluminium (AAC)

Copper was the original conductor installed on the = All aluminium alloy (AAAC)
network. Since the 1980s the relatively high cost of

SUBTRANSMISSION CONDUCTOR BY TYPE

100

A 80
<

£ 60
o
e

- 40

. .
0
ACSR ACC AAAC Copper
Conductor by Type

Figure 2.2.3.1 Subtransmission Conductor Types

Age Profile

Figure 2.2.3.2 shows the age profile of our Te Uku Wind Farm. In year 19 (1998), the link between
subtransmission lines. The life expectancy of Horotiu and Weavers substations was constructed.
conductors is 58 years. The graph shows the length A number of areas of the subtransmission network

of line installed in each year. There have been periods were strengthened in year 40 (1977). The oldest

of major investment in our subtransmission lines. conductors are 57 years old and located at Horotiu
The spike at year seven (2010) corresponds to the and Dey Street.

construction of a subtransmission line to the

AGE PROFILE OF SUBTRANSMISSION CONDUCTOR
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Figure 2.2.3.2 Age Profile of Subtransmission Lines
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Condition

The condition profile of the subtransmission lines is shown in Figure 2.2.3.3. Field inspections indicate that in general,
the condition of subtransmission lines is good.

CONDITION OF SUBTRANSMISSION LINES
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Figure 2.2.3.3 Condition of Subtransmission Lines

2.2.4. SUBTRANSMISSION CABLES

Subtransmission cables connect GXPs to the zone substations at 33kV and are placed underground.

Population

We have 249km of subtransmission cables, with 111km in covered (PILC) copper cables. The move from copper

Hamilton. Figure 2.2.4.1 shows the geographical location PILC cables to aluminium XLPE insulated cables began in
of our subtransmission cables. There are two types of the mid-1970s. We have standardised on the use of XLPE
subtransmission cables in use. Cross-linked polyethene insulated single core aluminium conductor cables with
(XLPE) aluminium cables comprise 88% of cables in use. copper wire screens.

The remainder are various types of paper insulated, lead

LOCATION OF SUBTRANSMISSION CABLES
W PILC W XLPE

140
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Length (km)

40
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Rural Hamilton Huntly Ngaruawahia Raglan
Location

Figure 2.2.4.1 Location of Subtransmission Cables

WEL does not have any gas or oil filled subtransmission cables in the network.
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Age Profile

Figure 2.2.4.2 shows the age profile for subtransmission
cables. The age of PILC cables ranges from 33 to 45
years and XLPE cables range in age from new to 45
years old. The weighted average age of the XLPE cables
is nine years and the weighted average age of the PILC

AGE PROFILE OF SUBTRANSMISSION CABLES

WEL Networks | 2018 Asset Management Plan E

is 38 years old. The peak in year seven was due to the
installation of the cables connecting Avalon, Te Kowhai
and Whatawhata. The peak in year 12 was due to the

cables installed as part of the Te Uku windfarm project.

mm PILC XLPE
60
- 50
£
=3 40
£
2 30
(7]
-
20
10 I
0
0 5 10 15 20 25 30 35 40 45 50 55
Age (Years)

Figure 2.2.4.2 Age Profile of Subtransmission Cables

The life expectancy of the cables is shown in Table 2.2.4.1
below. The oldest PILC cables on our network are 46

years old and are located at Bryce St, Brooklyn Rd and Te
Aroha St. The oldest XLPE cables on our network are now

47 years old. These are part of the circuits from Hamilton
33kV GXP that supplies individual zone substations
Peacockes, Chartwell and Bryce street and their reliability
to date is good.

Cable type Life expectancy (Years)

PILC Cables
XLPE Cables

Table 2.2.4.1 Life Expectancy of Subtransmission Cables

Condition

The condition of our subtransmission cables is considered
to be generally good. The only issues experienced to

date are joint failures in a limited number of cables. These
failures have been attributed to poor workmanship on that

70
45

section of the cable network during installation.
A programme of partial discharge tests has been initiated
to determine the extent of these problems.
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2.2.5.

The majority of subtransmission CBs are located within
substations on incoming circuits. Their main function is
to protect transformers, interconnections and circuits
between substations.

A CB is also a switching device that can be operated
either manually or automatically. When operated
automatically it interrupts the flow of electricity if the
current exceeds a predetermined level.

SUBTRANSMISSION BREAKER TYPES

SUBTRANSMISSION CIRCUIT BREAKERS (CBs)

Population

We own 124 33kV CBs. Three types of CB are in use

on our network; oil, gas insulated (SF6), and vacuum
breakers. Typically the older oil circuit breakers were
installed in outdoor switchyards, while the newer types
(gas insulated and vacuum) are more often installed
indoors. Over recent years, the older outdoor switchgear
has been upgraded to indoor switchgear. Consequently
only 6 % of the fleet remains outdoors. Figure 2.2.5.1
shows the distribution by type.

100
[4
$
= 80
[
]
5 60
3
£ 40
=}
z
. .
0 I
SF6 Oil Vacuum

Circuit Breaker Type
Figure 2.2.5.1 Subtransmission CBs by Type

Age Profile

Figure 2.2.5.2 shows the age profile of the CBs installed on the network. Most 33kV CBs installed over the last 10 years

were indoor SF6 type.

AGE PROFILE OF SUBTRANSMISSION CBs
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Figure 2.2.5.2 Age Profile of Subtransmission CBs

The expected lives are shown in Table 2.2.5.1

25

30 35 40 45 50 55

Age (Years)
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45

Outdoor Breakers

Indoor Breakers

Table 2.2.5.1 Life Expectancy of Subtransmission CBs

Condition

60

All 33kV CBs are regularly maintained in accordance with recognised maintenance practices and are in good condition.
The condition profile of the subtransmission CBs is shown in Figure 2.2.5.3.

CONDITION OF SUBTRANSMISSION CBs
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Figure 2.2.5.3 Condition of Subtransmission CBs

2.3. ZONE SUBSTATIONS

Zone substations transform power from the 33kV
subtransmission to the 11kV distribution voltage.
Switching stations provide the capability to switch
load between different zone substation circuits,
thereby providing security of supply during fault
conditions or planned maintenance.

We operate 25 zone substations sites with construction
dates ranging from the 1950s to 2016. Six of the 25 zone
substations have outdoor switchyards which include
33kV CBs, outdoor instrument transformers, switches,
insulators and busbars. In accordance with WEL security
standard, 17 zone substations are N-1 security and 8 are
N security. This is further discussed in Chapter 6.

Substations include buildings, outdoor structures,
foundations, fences, oil interception equipment and
auxiliary equipment such as low voltage AC and
DC power supplies. The major plant items located
at substations include power transformers and the
associated switchgear.

Within the zone substation asset class there are
three asset categories:

= Power transformers

= Indoor switchboards

=  Substation buildings

wel.co.nz
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2.3.1. POWER TRANSFORMERS

Power transformers reduce the voltage from the “in-service” transformers, two 10MVA, two 15MVA and

subtransmission voltage (33kV) to distribution one 23MVA spare power transformers strategically

voltage (11kV). located in our zone substations that are readily available
when needed.

Population

We own 51 power transformers including spares with Figure 2.3.1.1 shows the size distribution of our power

installation dates ranging from 1960 to 2015. There are 46 transformers. The majority are rated at 15/23 MVA with
forced air-cooling.

DISTRIBUTION OF POWER TRANSFORMER RATINGS

30
25
20
15

10

Number of Transformers

i | [ ] [ ] L

15 5 7.5 10 15 15/23
Transformer Ratings (MVA)

Figure 2.3.1.1 Dsitribution of Power Transformer by Ratings

Age Profile

The age profile of our power transformers is shown in Figure 2.3.1.2.

AGE PROFILE OF POWER TRANSFORMER

Number of Transformers

1 6 11 16 21 26 31 36 41 46 51 56
Age (Years)

Figure 2.3.1.2 Age Profile of Power Transformers

The average age of the power transformer fleet is currently often upgraded, not because of old age, but because the

17 years old. The life expectancy of power transformers load has exceeded their capacity. In such situations we
is 60 years. Some transformers undergo a mid-life rotate the transformers from one substation to another
refurbishment to achieve this lifespan. Transformers are smaller one.
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Condition

The internal condition of the transformers is monitored by
utilising annual Dissolved Gas Analysis (DGA) and periodic
furans analysis to give an indication of remaining life. Test

results are then correlated with the results from other

CONDITION OF POWER TRANSFORMERS
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diagnostic testing such as Sweep Frequency Response
Analysis (SFRA) and Dissipation Factor tests. The overall
results of the testing shows that our power transformers are
in a good condition. This is illustrated in Figure 2.3.1.3.
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Figure 2.3.1.3 Condition of Power Transformers

2.3.2. SWITCHBOARDS

Switchboards contain switchgear that provides control and
protection for the network. There are two main types of
switchgear; Air Insulated Switchgear (AIS) and Gas
Insulated Switchgear (GIS).

GIS is located indoors and installed in our newly
constructed substations. Rural zone substations with
outdoor switchyards are progressively being converted
to indoor.

AGE PROFILE OF SWITCHBOARDS

5

Number of Switchboards

1 2 3 4 5 6 7 8 9

Figure 2.3.2.1 Age Profile of Switchboards

10

3 4 5
Condition

Population

We own 55 33kV and 11kV switchboards, with 44 being
AlS and 11 GIS within our subtransmission network.
Generally, the type of switchboards is a reflection of the
age of the substations.

Age Profile

The age profile of the indoor switchboards is shown in
Figure 2.3.2.1. The average age of switchboards is 20
years. The life expectancy of switchboards is 60 years.

. AIS  GlIs

iR 16 19 22 32 38 39 41 49 65 70

Age (Years)
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Condition

The condition of the majority of our switchboards is good. Partial discharge appears to be a problem for some of the
older ones.

CONDITION OF SWITCHBOARD
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Figure 2.3.2.2 Condition of Switchboards

2.3.3. SUBSTATION BUILDINGS

Substation buildings provide protection against substations occurred over several decades they have

environmental factors and prevent unauthorised entry differing designs.

reducing safety risk to members of the public. .
Age Profile

Population The average life of the substation buildings is 12

In total there are 30 zone substation buildings across the years. Figure 2.3.3.1 shows the age profile for

25 zone substation sites that WEL operates. These were substation buildings.

built to meet specific site and regulatory requirements
at the time of construction. As the construction of our

AGE PROFILE OF ZONE SUBSTATION BUILDINGS
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Figure 2.3.3.1 Age Profile of Substation Buildings
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Condition

Our substation buildings were also assessed by registered
quantity surveyors as part of a financial valuation process
in 2013. The assessment found that the majority of them

CONDITION OF ZONE SUBSTATION BUILDINGS
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are in good condition, as illustrated in Figure 2.3.3.2.
When a substation is substantially refurbished the
buildings are usually reinforced or completely rebuilt.

Figure 2.3.3.2 Condlition of Zone Substation Buildings

All new WEL Zone Substation buildings will be designed
and built to IL4 standard. Seismic strengthening of
existing zone substation buildings where practical and

as per recommendation in the assessment undertaken,
shall be to IL4 and a minimum of 75% of New Building
Standard (NBS). Where it is not practical to strengthen a
building to the required level then a cost-risk assessment
will be carried out to determine the most practical level.

3 4 5
Condition

WEL commenced a programme of specialised seismic
assessment in 2007. The remaining eight buildings
were assessed in 2017. Five were recommended to
have seismic upgrades and planned as follows: (2019)
Claudelands substation, (2020) substations Horotiu and
Weavers (11kV room) and (2021) Ruakura ripple plant
and Kent substation.

The overall results of the seismic assessment to date are shown in Figure 2.3.3.3.

SEISMIC CONDITION OF SUBSTATION BUILDINGS

25

20

5 .
0

Buildings
o

> 75% of NBS
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Condition

Figure 2.3.3.3 Distribution of Substation Building Seismic Conditions
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Distribution and LV Lines This section describes the following asset categories

The distribution network conveys electricity from zone which are included within Distribution and LV Lines:

substations to the LV network. The LV network supplies
the majority of our customers. The network includes

= Poles

overhead lines and underground cables. The total length Crossarms; and

is approximately 6,200km, of which 55% is overhead line. =  Distribution and LV conductors

2.3.4. POLES

Poles support the overhead lines. They play a key role in isolating conductors and preventing contact with people
and property.

Population

We own approximately 36,700 poles. Figure 2.4.1.1 shows the distribution by construction material. The majority are
concrete poles, with a small number of softwood, hardwood and steel poles remaining.

DISTRIBUTION OF POLE MATERIAL IN HV AND LV NETWORKS
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Pole Material

Figure 2.4.1.1 Distribution of Pole Material in HV and LV Networks

Age Profile

Figure 2.4.1.2 shows the age profiles of our poles. Both concrete poles and wooden poles have an average age
of 31 years.

AGE PROFILE OF POLES
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Figure 2.4.1.2 Age Profile of Poles
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The life expectancy of concrete poles is 70 years and wooden poles 45 years as illustrated in Table 2.4.1.1.

The population of wooden poles is older and closer to end of life than the concrete ones.

Asset Life expectancy (Years)

Wooden Poles 45
Concrete Poles 70
Table 2.4.1.1 Life Expectancy of HV and LV Poles
Condition
The distribution of pole condition is shown in Figure 2.4.1.3.
CONDITION OF POLES
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Figure 2.4.1.3 Condition of Poles

The majority of concrete poles are in good condition
as the average age is young compared to their
life expectancy.

There are approximately 387 hardwood poles remaining
on our network that range in condition from good to
poor. WEL stopped installing hardwood poles on the
network approximately 15 years ago and as such, it

POLES HEALTH INDEX PROFILE
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Number of Poles
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, IR -

Condition

is expected that most wooden (hardwood) poles will
need to be replaced in the AMP period. All hardwood
poles have been tested and monitored for hidden rot at
ground level and poles that were identified as needing
replacement have been replaced with concrete ones.

Figure 2.4.1.4 shows the AHI profile of our poles.

(0-1) (1-2) (2-3) (3-4)

Figure 2.4.1.4 Poles Health Index Profile

(5-6) (6-7) (7-8) (8-9) (10+)

Category
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2.3.5. CROSSARMS

Crossarms are found at the top of our poles. They support As the majority of the existing crossarms are wooden,
and insulate the conductors and separate each of the three which have half the life expectancy of the concrete poles,
phase conductors. Until recently all of our crossarms were they are generally replaced half way through the life of
constructed from hardwood, however we have changed the pole.

our design standard for new crossarms on HV circuits to

steel. We are currently investigating the use of fibreglass Population

composite crossarms and expect to be installing these next ~ There are 71,113 crossarms installed on our network.
year, due to these crossarms having similar life expectancy The majority of crossarms are wooden as shown in
to steel but significantly less weight. WEL has also installed Figure 2.4.2.1.

virtual crossarms which are a type of insulator that attaches

the line directly to the pole.

DISTRIBUTION OF CROSSARM MATERIAL
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Figure 2.4.2.1 Distribution of Crossarm Material

Age Profile

Figure 2.4.2.2 shows the age profile of wooden and metal crossarms. The average age of the fleet is 30 years.

AGE PROFILE OF CROSSARMS
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Figure 2.4.2.2 Age Profile of Crossarms
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As shown in Table 2.4.2.1 the life expectancy of wooden their expected lives. Consequently there is a high failure
crossarms is 35 years and metal crossarms is 60 years. rate, especially of the insulators. Chapter 8 details the
Therefore, many of the wooden crossarms already exceed maintenance strategies designed to address these issues.

Wooden Crossarms 35

Metal Crossarms 60
Table 2.4.2.1 Life Expectancy of Crossarms

Condition

The condition distribution of our crossarms is shown in Figure 2.4.2.3.

CONDITION RATING OF CROSSARMS
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Figure 2.4.2.3 Condition of Distribution Crossarms

The AHI profile for our crossarms is shown in Figure replaced. The AHI and the factors used to assess an
2.4.2.4. The graph indicates that a significant number asset are explained in section 2.1.
are approaching the stage where they will need to be

CROSSARM HEALTH INDEX PROFILE
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Figure 2.4.2.4 Crossarm Health Index Profile
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2.3.6. DISTRIBUTION AND LV CONDUCTORS

Distribution and LV lines transport electricity from zone substations to our customers on the LV network.

Population

We own 3,275km of overhead distribution and LV lines, of which 1,938km is 11kV distribution lines and 1,337km is LV.
Figure 2.4.3.1 shows the distribution of overhead conductor types.

DISTRIBUTION AND LV CONDUCTOR TYPES
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Figure 2.4.3.1 Distribution and LV Conductor Types

Figure 2.4.3.2 shows the location of the distribution and LV lines is primarily in the rural areas. Urban areas are typically
reticulated with underground cables.
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Figure 2.4.3.2 Location of Distribution of LV Lines
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Age Profile

Figure 2.4.3.3 shows the age profile of all types of the distribution and LV conductors. The average age of our overhead
conductors is 33 years.

AGE PROFILE OF DISTRIBUTION AND LV CONDUCTORS
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Figure 2.4.3.3 Age Profile of HV and LV Conductor

The spike in installing new conductors corresponds to the rapid expansion of the network during the 1970s.
The life expectancy of conductors is 55 to 60 years depending on conductor type.

Condition

The condition distribution of overhead line conductors is shown in Figure 2.4.3.4.

CONDITION OF DISTRIBUTION CONDUCTORS
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Figure 2.4.3.4 Condlition of Distribution and LV Conductor
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The condition is further supported by the AHI shown are being analysed for replacement through the CBRM
in Figure 2.4.3.5. Approximately 400km of distribution model. The majority of the conductors with an AHI of 7
overhead line conductors are becoming poor in condition. or greater are the 16 mm2 copper type. This issue and
These are predominantly 16mm? copper conductors which remedial actions are discussed further in Chapter 8.

DISTRIBUTION CONDUCTOR HEALTH INDEX PROFILE
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Figure 2.4.3.5 Distribution Conductor Health Index Profile

2.4. DISTRIBUTION AND LV CABLES

The distribution network conveys electricity from the underground cables. The total length is approximately
zone substations to our customers via the LV network. 6,200km, 47% of which is underground cables. This
The network is a mixture of overhead lines and section describes our Distribution cables and LV cables.

2.4.1. DISTRIBUTION CABLES

Distribution cables form part of the 11kV distribution network.

Population Age Profile
We own 680km of 11kV underground cables. All of the Figure 2.5.1 shows the age profile of the distribution cable.
11kV cable installed prior to 1976 was PILC. Between The average age of PILC cable is 39 years and the average

1976 and 1990 XLPE cable was installed in the Hamilton age of XLPE cable is 15 years.
CBD area with predominantly PILC installed in other

areas. Since 1990 most cable installations have been

XLPE. Most of the 11kV underground network is now

aluminium conductor (71%), the remainder is copper.
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AGE PROFILE OF DISTRIBUTION CABLE
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Figure 2.5.1 Age Profile of Distribution Cable

The life expectancy of cables is shown in Table 2.5.1 below.

Asset Life expectancy (Years)

XLPE Cables 45
PILC Cables 70

Table 2.5.1 Life Expectancy of Distribution Cables

While some of the XLPE cables may be reaching the end number of faults that occur on it. A key determining

of their expected life, experience has shown that XLPE factor of cable health is the quality of its installation. The
cables can usually be safely operated for much longer cables are generally in good condition. The 11kV ring
than 45 years. around the CBD was built around 1945 and still

supplies customers very reliably, this is not shown in

Condition figure 2.5.1 as the records regarding the installation

The condition of underground cable is hard to assess. dates are not reliable.
The main indication of underground cable health is the

2.4.2. LV CABLES

The LV cables convey electricity from distribution transformers to customers at a domestic voltage level.

Population
We have 2,246km of installed LV underground cable, of Hamilton area. Figure 2.5.2.2 shows virtually all the LV
which 7km is PILC and the rest is XLPE. Figure 2.5.2.1 PILC cable is in Hamilton, with a small amount in Huntly.

shows that the majority of LV XLPE cable is in the
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DISTRIBUTION OF LV XLPE TYPE CABLE
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Figure 2.5.2.1 Location of LV XLPE Type Cable

This situation is similar for PILC Cable as shown in Figure 2.5.2.2.

DISTRIBUTION OF LV PILC TYPE CABLE

7
6
€ 5
=
£ 4
=)
c
e 3
2
1
0 [ | [ —
Hamilton Huntly Rural Te Kauwhata Raglan Ngaruawahia Taupiri
Location

Figure 2.5.2.2 Location of LV PILC Type Cable

Age Profile

Figure 2.5.2.3 shows the age profile of the underground LV cables in the network. The average age of PILC cable is 68
years, because small amounts have been installed over the years, and the average age of XLPE cable is 21 years.
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Figure 2.5.2.3 Age Profile of LV Cable
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PILC cables have a life expectancy of 70 years and XLPE the end of their life expectancy. However, operational
cables have a design life expectancy of 45 years as experience shows that XLPE can be safely operated for
shown in Table 2.5.2.1. Some of the cables are reaching much longer than 45 years.
Asset Life expectancy (Years)
XLPE Cables 45
PILC Cables 70

Table 2.5.2.1 Life Expectancy of LV Cable

Condition

The condition of underground LV cables is difficult been caused by damage from external factors such as

to access. However to date the number of failures the works associated with the installation of ultra-fast fibre
experienced has been small. The majority of faults have around Hamilton.

2.5. DISTRIBUTION SUBSTATIONS AND TRANSFORMERS

There are two asset categories within the distribution = Distribution switching stations; and

substations and transformers asset class: = Distribution transformers

2.5.1. DISTRIBUTION SWITCHING STATIONS

Distribution switching stations provide the capability to switch between interconnected 11kV circuits providing security of
supply during fault conditions or planned maintenance.

Population

WEL operates 17 11kV switching stations that were installed between 1967 and 2012.

Age profile

The age profile of switching stations is shown in Figure 2.6.1.1.

AGE PROFILE OF SWITCHING STATIONS
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Figure 2.6.1.1 Age Profile of Switching Substations

Condition

The condition profile of switching stations is shown in Figure 2.6.1.2.
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CONDITION OF SWITCHING STATIONS

Number of Buildings
()]

Figure 2.6.1.2 Condition of Switching Stations

The seismic ratings of most of the buildings have also
been assessed. WEL commenced a programme of
specialised seismic assessment in 2007. The results

of the seismic assessment to date are shown in Figure
2.6.1.3. The three remaining switching stations were
assessed in 2017 and two were assessed to have seismic

3 4 5
Condition

upgrades. These upgrades are planned for this financial
year (2019) namely for Alexandra and Barton switching
stations. The remaining switching station Garden Place,
will be subject to investigation next financial year whether
to proceed with numerous upgrades (including seismic)
or move the station to another location.

SEISMIC CONDITION OF SWITCHING STATION BUILDINGS

Buildings

> 75% of NBS

Figure 2.6.1.3 Seismic Condition of Switching Substations

All new WEL switching station buildings will be designed
and built to IL4 standard. Seismic strengthening of existing
Switching station buildings, where practical, shall be to IL3
and a minimum of 75% of NBS. Where it is not practical

2.5.2.

Distribution transformers step down electricity supply from
the 11kV distribution voltage to LV. Transformers allow
adjustments so the supply voltage remains within
statutory limits.

>33% <75% of NBS

To be assessed Strengthening work planned

Condition

to strengthen a building to the required level then a cost-
risk analysis will be carried out to determine the most
practical level.

DISTRIBUTION TRANSFORMERS

Distribution transformers are either mounted on poles

or the ground. Following the Christchurch earthquakes
industry practice has changed so that larger transformers
are always ground mounted.

Best in Service Best in Safety




WEL Networks | 2018 Asset Management Plan m

Population

We own 3,969 pole mounted transformers and 100kVA. Standard ground mounted transformer sizes
1,930 ground mounted transformers. are 100, 200, 300, 500, 750 and 1,000kVA.

Due to economies of scale we purchase transformers in The population of transformers in each size is shown
a limited number of predefined sizes. The standard pole in Figure 2.6.2.1.

mounted transformer sizes we utilise are 1, 30, 50 and

POPULATION OF DISTRIBUTION TRANSFORMERS

mmm Ground Mounted [ Pole Mounted
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Number of Transformers
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15 25 50 100 200 400 750 1500
kVA Rating

-
(&3]

Figure 2.6.2.1 Population of Distribution Transformers

Age Profile

Figure 2.6.2.2 shows the age profile of our distribution load necessitating capacity upgrades. Consequently the
transformers. The average age is 19 years. The significant overall population of distribution transformers is young
investment made over the last 20 years was driven by an compared to other asset fleets. There are a small number
active replacement programme of older transformers in of transformers that have exceeded their life expectancy,
poor condition (often pole mounted) and the growth in but they are still operating effectively.

AGE PROFILE OF DISTRIBUTION TRANSFORMERS
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Figure 2.6.2.2 Age Profile of Distribution Transformers
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Condition
Figure 2.6.2.3 shows the condition profile of our distribution transformers. We have a total of 13 distribution transformers

in poor condition however, these will be replaced in financial year 2019.

CONDITION OF DISTRIBUTION TRANSFORMERS
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Condition

Figure 2.6.2.3 Condition of Distribution Transformers

The AHI for distribution transformers is shown in Figure 2.6.2.4. The AHI and the factors used to assess an asset are
explained in section 2.1.

DISTRIBUTION TRANSFORMERS HEALTH INDEX PROFILE
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Figure 2.6.2.4 Distribution Transformers Health Index Profile

The condition profile and the health indices show that the fleet is in good health. The transformers with a very poor health
index of ‘8-9’, correspond to those that have exceeded their life expectancy.

2.6. DISTRIBUTION SWITCHGEAR

Four switch types exist within our network. These are: = Air Break Switches (includes the modern SF6 and
Vacuum types); and
] Ring Main Units (RMUs);
] Reclosers and Sectionalisers.
=  Circuit Breakers;
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Each switch type is discussed in the following sections.
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2.6.1. RING MAIN UNITS (RMU)

RMUs are ground mounted switchgear that connects to Population

11kV cables. There are 1,002 RMUs in operation on the The RMUs are a mixture of oil filled and gas filled types, as
network ranging from new to approximately 60 years old.  ghown in Figure 2.7.1.1.

Older RMUs are typically oil insulated with all new RMUs
being SF6 gas-insulated switchgear.

TYPE OF RMUs

600
500
400
300
200

Number of RMUs

100

Oil SF6
Type
Figure 2.7.1.1 RMU Types

Age Profile

The age profile of RMUs is shown in Figure 2.7.1.2. The average age is 15 years.

AGE PROFILE OF RMUs
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Figure 2.7.1.2 Age Profile of RMUs

The life expectancy of RMUs is detailed in Table 2.7.1.1.

Table 2.7.1.1 Life Expectancy of RMUs

2
o
Oil Filled RMU 40 S
Gas Filled RMU 55 ,c_)
(F1]
(72]
(7]
<
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Condition

The distribution of RMU conditions is shown in Figure 2.7.1.3.

CONDITION OF RMUs
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Figure 2.7.1.3 Condition of RMUs

A few ail filled RMUs failed from misalignment of the
internal contacts. Consequently a rigorous inspection
programme was instigated. Where appropriate the RMUs
were replaced. As a result of this programme the overall

RMU HEALTH INDEX PROFILE

300
250
200
150

100

Number of Assets

50

3 4 5
Condition

condition and health profile for RMUs is good. The AHI
profile for RMUs is shown in Figure 2.7.1.4. The AHI
and the factors used to assess an asset are explained in
section 2.1.

(0-1) (1-2) (2-3) (3-4)

Figure 2.7.1.4 RMU Health Index Profile

(5-6) (6-7) (7-8) (8-9) (9-10)
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2.6.2. DISTRIBUTION CIRCUIT BREAKERS (CBs)

Distribution CBs are used to control and protect the Population

distribution network. The CB is a switching device We have 448 CBs on our network which range in age
that can be either operated manually or automatically. from new to over 45 years old. The CBs deployed are
Automated CBs can be remotely controlled and a mix of technologies which include oil filled, SF6 and
monitored via SCADA. vacuum as shown in Figure 2.7.2.1.

The oil-filled CBs are the oldest followed by SF6 and
vacuum types.

DISTRIBUTION CB TYPES

250
200
150

100

Number of CBs

50

Vacuum Oil SF6
Type
Figure 2.7.2.1 Distribution CB Types

Age Profile
The age profile is shown in Figure 2.7.2.2. The average age of the fleet is 13 years. The replacement of the oldest CBs

will be completed in financial year 2019.

AGE PROFILE OF DISTRIBUTION CBs
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Figure 2.7.2.2 Age Profile of Distribution CBs
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The life expectancy of CBs by type is shown in Table 2.7.2.1.

Oil 45
SF, 55
Vacuum 55
Table 2.7.2.1 Life Expectancy of Distribution CBs
Condition
The condition of CBs is summarised in Figure 2.7.2.3.
CONDITION OF CBs
400
350
300
[
) 250
s
5 200
o
E 150
4
100
50
0 — || -
1 2 3 4 5

Figure 2.7.2.3 Condition of CBs

Routine condition monitoring indicates there are no
significant maintenance problems. Overall the condition

of the circuit breakers is good and the rate of operation is
well below the annual rate that equates to end of life at 60

2.6.3.

ABSs are installed on the network and used for isolation
and switching. ABSs are categorised as load break or
non-load break. Operators are able to open a load break
switch when current is flowing through it. A non-load
break switch is designed to only open when no current
is flowing.

Condition

years. Therefore, the life expectancy is likely to exceed the
standard life of each type of CB. Vacuum and SF6 CBs
are now used for all new installations, as they have low
maintenance requirements.

DISTRIBUTION AIR BREAK SWITCHES (ABS)

Population

We own 930 ABSs where approximately 77 can be
operated remotely from our centralised control room.
This has the dual advantage of reducing SAIDI and
improving safety. The location of our ABSs is shown in
Figure 2.7.3.1 below. Large proportions are in the rural
areas as remote control capability in rural areas provides
greater benefit than in urban areas.

Best in Service Best in Safety
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DISTRIBUTION OF ABS
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Figure 2.7.3.1 Distribution of ABSs

Age Profile
The age profile of ABSs is shown in Figure 2.7.3.2. The average age is 22 years.

AGE PROFILE OF ABS
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Figure 2.7.3.2 Age Profile of ABs

The life expectancy of ABSs is 35 years. The replacement in Figure 2.7.3.4 and indicates a substantial number
programme for our ABSs is discussed further in of ABSs have a medium AHI value, which signifies an
Chapter 8. increasing rate of asset degradation over the AMP
i period. The renewal strategy to address this is discussed
Condition .
in Chapter 8.

The condition of ABSs is generally good, as reflected
in Figure 2.7.3.3. The AHI profile of ABSs is shown

wel.co.nz
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CONDITION OF ABS
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Figure 2.7.3.3 Condition Profile of ABs

ABS HEALTH INDEX PROFILE
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Figure 2.7.3.4 ABS Health Index Profile

The condition of the ABS fleet is good, but the health the information provided does not include weaknesses
index shows about a third of the fleet is in only fair such as impending insulator failure. The AHI accounts for
condition. The reason for the difference lies in the nature the relatively old age of the fleet and environmental factors
of the condition assessment and the extra factors such as proximity to waterways and the sea. The age in
included in the assessment of the health index. The particular has a strong influence on the above AHI.

condition assessment is based on a visual inspection, so

2.6.4. DISTRIBUTION RECLOSERS AND SECTIONALISERS

Sectionalisers are self-contained, circuit-opening devices opened due to a fault. Reclosers are used to detect
used in conjunction with reclosers to automatically isolate and interrupt momentary faults and have the ability to
faulted sections of the network. Sectionalisers also allow automatically restore power to the line subject to the fault.
operators to locate a fault more accurately and quickly, .

L Population
as well as minimising the number of customers affected
by any one fault. We own 64 sectionalisers and 69 reclosers. There are a

) o ) . ) mix of the enclosed sectionalisers and reclosers on our
A recloser, is a circuit breaker equipped with a mechanism

that can automatically close the breaker after it has been network as shown in Figure 2.7.4.1.

Best in Service Best in Safety
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RECLOSERS AND SECTIONALISERS BY TYPE

140

[ 120

22 100
P

5 g
Q%

&8h 60
E2

2% 40

20

mmm Sectionaliser W Recloser
0

Enclosed
Type of Recloser or Sectionaliser

Figure 2.7.4.1 Distribution of Recloser & Sectionaliser Types

Age Profile

Figure 2.7.4.2 shows age profile of the reclosers and sectionalisers. The dropout sectionalisers, which were installed
in 2004 and 2005 as part of reliability improvement programme, have been all replaced as they have become
operationally problematic.

AGE PROFILE OF RECLOSERS AND SECTIONALISERS
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Figure 2.7.4.2 Age Profile of Reclosers & Sectionalisers
The life expectancy of sectionalisers and reclosers is 40 years. The average age of the fleet is five years.

Condition

All reclosers are generally in good condition. Ancillary devices such as COMMs protection and battery systems are
maintained periodically. The condition profile is shown in Figure 3.2.4.3.

wel.co.nz

ASSET OVERVIEW




3
=
>
o
Ll
>
o
-
L
(2]
(%]
<

m WEL Networks | 2018 Asset Management Plan

CONDITION OF RECLOSERS AND SECTIONALISERS
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Figure 2.7.4.3 Condition of Reclosers & Sectionalisers

Figure 2.7.4.4 shows the AHI of the sectionalisers and reclosers. The AHI is further explained in section 2.1.

RECLOSERS AND SECTIONALISERS HEALTH INDEX PROFILE
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Figure 2.7.4.4 Reclosers & Sectionalisers Health Index Profile

Since a large majority of the fleet is comparatively young the fleet is in good condition overall.

2.7. OTHER NETWORK ASSETS

(8-9) (9-10)

This section covers the electrical protection, load control equipment and other system fixed assets and is

structured by asset class:

= LV Pillars;

= Protection Relays;

= NMS;

] Load Control Equipment; and

. Meters

Best in Service Best in Safety
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2.7.1. LVPILLARS

The LV pillars provide termination points for LV cables, as feeding. They are usually located close to town centres.
well as fusing and isolation points. Service pillars are the point of connection between the
main LV feeder and a service main to the customer.

Population There are 25,771 LV pillars on the network.

There are two types of LV pillars; distribution pillars and

service pillars. Distribution pillars are the connection Age Profile

points for larger LV supplies, and allow for easy back The age profile of LV pillars is shown in Figure 2.8.1.1.

AGE PROFILE OF LV PILLARS
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Figure 2.8.1.1 Age Profile of LV Pillars

Condition

The condition of LV pillars is shown in Figure 2.8.1.2. They are in good condition, but if the lid is open they can be a
public health risk, so are patrolled regularly.

CONDITION OF LV PILLARS
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Figure 2.8.1.2 Condition of LV Pillars
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2.7.2. PROTECTION RELAYS

Electrical protection is the primary safety system within the electricity network. Protection relays are required to act
quickly and trip a CB within a few thousandths of a second.

Population

We own 655 relays in total, with a mixture of electromechanical and numeric protection relays, with electromechanical
representing the older relays. The distribution of relays is shown in Figure 2.8.2.1 below.

TYPE OF PROTECTION EQUIPMENT
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Figure 2.8.2.1 Type of Protection Equipment

Age Profile

Figure 2.8.2.2 illustrates the age profile of the protection equipment.

AGE PROFILE OF PROTECTION EQUIPMENT
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Figure 2.8.2.2 Age Profile of Protection Equipment

The average age of the protection relays on our network is 20 years. The life expectancy for all types of protection relays
is 30 years.

Condition

The condition of the newer relays is good, but the older relays need replacing. This is discussed further in Chapter 8.
The distribution of their condition is shown in Figure 2.8.2.3.

Best in Service Best in Safety
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CONDITION OF PROTECTION EQUIPMENT
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Figure 2.8.2.3 Condition of Protection Equipment

In managing numerical relays the configuration data is critical to the correct operation of the relays in the field. In order to
ensure the integrity of this data WEL uses a protection database.

2.7.3. NETWORK MANAGEMENT SYSTEM (NMS)

The NMS enables the fast and efficient control of the the network, as well as provide effective customer service.
electricity network for the operator. It consists of the NMS is further discussed in Chapter 7 Non-Network
General Electric PowerOn Fusion software package and Solutions and Investments.
data storage systems integrated with our Supervisory .
_— Population

Control And Data Acquisition (SCADA) network. The
SCADA network includes Remote Terminal Units (RTUs) We own 389 RTUs. The older fleet are progressively being
that communicate back to the control room equipment upgraded or replaced to provide improved functionality
in real time. The key business benefit of the system is to and communications capability. Figure 2.8.3.1 shows the
enhance the safe, reliable and efficient management of location of our RTUs.
DISTRIBUTION OF RTUs
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Figure 2.8.3.1 Location of Remote Terminal Units
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Age Profile

The lifecycle of the NMS software is approximately 15
years. The NMS software was initially commissioned

in December 2010 and the last upgrade was completed
in April 2017.

AGE PROFILE OF RTUs
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Figure 2.8.3.2 Age Profile of NMS Infrastructure

Condition

The life expectancy of the supporting infrastructure,
including the RTUs, is 15 years. The average age is 8.5
years. The age profile of NMS related equipment (RTUs) is
shown in Figure 2.8.3.2.

L o= o= I
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Age (Years)

The condition of the control room NMS equipment is good with all computer hardware replaced in March 2015.

The software upgrade was completed in April 2017.

2.7.4.

Load control is an important part of managing peak

loads on the network. It is initiated from the NMS which
provides control signals to the ripple injection plants which
in turn signal the ripple relays located at each customers
site. Load control equipment consists of the ripple
injection plants and ripple relays.

The load management system within the NMS provides
centralised intelligence to monitor network peak demand,
forecasting expected demand, and managing control of
interruptible load within service levels to ensure demand
does not exceed targets. Furthermore load management
functionality is used to manage the total Regional
Coincident Peak Demand (RCPD). Other controls provided
by the load management system include street lighting and
meter tariff rate control.

Population

We own three 33KV static ripple injection sets and two
11kV static sets which operate at 283Hz. WEL has

LOAD CONTROL EQUIPMENT

another five ‘out of service’ ripple injection sets in the
process of removal from sites.

Load Control Equipment is generally located at GXPs and
where other signal propagation issues exist. Specifically
the 33KV injection plants are located at the Hamilton GXP,
Te Kowhai GXP and Weavers substation for the Northern
area. The 11KkV static sets are located at Pukete and
Hamilton 11kV zone substations.

Between 2004 and 2006 new ripple relays were installed
at customer premises across the central region of the
network. However, the northern region was left with the
old relays. Part of the justification for installing Smart
Meters in the northern region was the opportunity to
replace the old ripple relays with new ones fitted to the
Smart Meters. This project is now finished; the old ripple
plant has been switched off and decommissioned.

Best in Service Best in Safety
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The life expectancy of a load control plant is 20 years. The age profile of our load control equipment is shown in Figure 2.8.4.

AGE PROFILE OF LOAD CONTROLLERS
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Figure 2.8.4 Age Profile of Load Controllers

Condition
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The load control plants are within their life expectancy and are generally in good condition.

2.7.5. METERS

WEL has a range of meters from 33kV meters down to
LV smart meters. Further information about the Smart
meter system is contained within section 7.

Population

The subtransmission and distribution meters are used
for revenue protection, load control, operation, fault
management and network protection. WEL has currently
58,027 LV smart meters installed. The vast majority of
these meters are installed as check meters in series

with revenue meters, except approximately 500 which
are currently used as revenue meters. WEL has also
installed a small number of data loggers at locations of
special interest, which can be relocated as required for

SMART METER AGE PROFILE
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investigative work. All smart meters can also act as data
loggers returning data quality information.

Age Profile

The average age of the subtransmission and
distribution meters is 3 years. The low voltage smart
meters are installed as compliant meters under the
Electricity Industry Participation Code 2010 (Code),
requiring strict auditing of procedures and a controlled
maintenance and inspection management over their
total life span of 15 years. The number of Smart Boxes
installed over recent years is shown in Figure 2.8.5.

Figure 2.8.5 Smart Meters Installed per Year
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Age (Years)
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Condition

The condition of these assets are good. All low voltage meters are maintained under the Code and the subtransmission
meters are housed indoors.

2.8. OTHER ASSETS

This section describes the asset classes that are not directly part of the normal operation of the network.

2.8.1. BACKUP GENERATORS

We have three emergency generators, one in the new generator at the DRC site is only a year old and in excellent
Disaster Recovery Centre (DRC), one for the corporate condition (condition 5). The depot’s 100kVA generator is six
office and depot and one at the old DRC. The new 100kVA  years old and in good condition (condition 4).

2.8.2. EMERGENCY CRITICAL SPARES

We hold the following critical spares reserved for = One 33KV circuit breaker;
emergency conditions:
. 4km of overhead 33KV line;

= 33kV and 11kV sectionalisers and reclosers; and

= 33kV and 11kV air break switches.
=  Substation battery bank;
RMUs are always in stock so not included in the critical

- Protection relays; spares list explicitly. The zone transformers have been

= Substation communication equipment; distributed geographically across the network and on
. Five zone transformers. 2x 10MVA 2x 15MVA and 1x opposite sides of the Waikato River should bridges be
23MVA transformers: destroyed in a disaster.

2.8.3. HEAD OFFICE AND DEPOT BUILDINGS

We own our Head Office building and the depot for our field staff. These buildings are 9 and 10 years old respectively.
Our Head Office has a four star energy efficiency rating. Both buildings are in very good condition.

2.8.4. COMPUTER HARDWARE, SOFTWARE AND DATA

The core software packages within WEL are Network Management and Mobility Systems. These are further
Management System (NMS), Geographic Information discussed in Chapter 7 — Non-Network Solutions
System (GIS), Enterprise Resource Planning (ERP), and Support Systems.

Network Billing System, Electronic Content

2.8.5. OTHER OPERATIONAL ASSETS

We have a number of miscellaneous assets including safety equipment, test equipment and vehicles. The safety and test
equipment is replaced as needed.
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2.9. ASSETS OWNED BY WEL AT GXPS

The WEL owned assets located at GXPs are covered in the above sections. However, for clarity they are summarised below.
They generally include switchgear, metering and load control equipment.

HAMILTON GXP

Hamilton GXP has the following assets:
. Communications equipment;

- Ripple Plant (load control equipment);

TE KOWHAI GXP

Te Kowhai GXP has the following assets:

. Communications equipment;

= Ripple Plant (load control equipment);

HUNTLY GXP

Huntly GXP has the following assets:
=  Communications equipment;

. Metering equipment;

Metering equipment;
RTUs; and

Protection relays.

Metering equipment;
RTUs; and

Protection relays.

RTUs;
Protection relays; and

33kV Switchgear.

wel.co.nz
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3] APPROACH TO ASSET
MANAGEMENT

This chapter describes our approach to asset management. Asset management is
the core of what we do and as such our approach is fundamental to achieving the
service level outcomes sought by our customers and stakeholders.

3.1. STAKEHOLDER REQUIREMENTS

Chapter 1 identified our stakeholders. In this section we
describe our understanding of our stakeholders and our
environmental management requirements.

The remainder of this section is structured to describe
the requirements of:

= Our customers

] Retailers

= Community

= Environmental management
] Regulators

=  Transpower

= Service providers

= Staff

= Board of Directors

Their requirements and expectations are described below.
Stakeholder requirements are incorporated into our asset
management practices through the metrics we use to
measure our performance and in our network design and
security standards. The metrics used to measure our
performance against these requirements are described

in Chapter 5 and our security standards are discussed in
Chapter 6.

Our Customers

We conduct a survey every two years to inform us of
customers’ views about the price and quality of service
that we provide. This year’s survey is compared to the
2015 survey results to understand and appreciate any
changes to our customers’ viewpoint. The 2015 survey
results indicated that our rural customers were expecting
an improvement in performance, through the reduction of
both the duration and number of outages. The following

are the comparative results.

. 10% decrease of rural customers who had

experienced an outage.

. 10% increase of rural customers expressing that the

reliability of supply is better than they expected.

. 20% decrease in rural customers who would like to

see a further improvement in reliability.

The survey result corresponds to the actual reliability
measure data as shown in Table 3.1.1. This improvement is
also shown in Chapter 5 on the 10 worst performing feeders.

Reliability Measures (Actual) 2015 2017

Rural SAIDI (weighted) 285 244
Rural SAIFI (weighted) 4.86 3.53

Table 3.1.1 Actual Reliability data
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To improve rural reliability, WEL embarked on

a two point approach from FY2015 as follows:
(1) An annual budget was allocated for rural asset
replacement projects such as the 16mm? copper
overhead line reconductoring project. Using CBRM,
we identified and prioritised when and where these
asset replacement projects should take place.

(2) An annual budget was allocated to minimise

rural customer numbers affected when a fault occurs.
This is by network segmentation using reclosers and
sectionalisers and also installing additional switches for
backfeed purposes. These devices provide real time
information to control room staff to enable fault diagnoses
and devices can be remotely operated to reduce
restoration time.

Further to the above, we use our smart meter data
instantaneous voltage readings to optimise portions of
the network that can be back fed during unplanned and
planned outages. The above survey result indicates we
are on the right path.

Further to the price quality survey results:
=  The survey indicates that our customers prefer to
have more short outages than fewer long outages.

= The indicated reasonable time to be without power
is 45mins to 1-hour except for urban commercial
establishments, which require less than 30mins,
otherwise the results remain unchanged.

= Similar results apply for acceptable outage frequency,
which is two outages per year.

Retailers

WEL has 24 retailer brands operating on our network.
Customers on WEL'’s network engage with retailers for
the sale and purchase of electricity. WEL has a good
relationship with the retailers and engages and consults
with retailers where appropriate.

Community

Public safety and community prosperity (economic and
social) are primary concerns for our community. Our assets
form part of the landscape in which our communities live
and work. Accordingly public safety is a key concern and
consideration in our asset management planning, equipment

WEL Networks | 2018 Asset Management Plan

design and network operations. These requirements are
reflected in our safety objectives and performance measures
and implementation of a Public Safety Management System
(PSMS). WEL contributes to the community’s prosperity

on many levels but primarily through the safe and efficient
delivery of our services.

Environmental Management

Our environmental and sustainability policy aims to reduce
our impact on the environment. We have identified that in
order to reduce our environmental impact we must ensure
all staff and contractors are aware of their responsibilities
and are actively engaged and committed to improving our
environmental performance.

As part of giving effect to the policy we have developed
an Environmental Management System as a basis for
managing our activities in the field. Our field staff are
trained in how to identify potential environmental impacts
and how to respond in the case of an environmental
incident. Environmental considerations are discussed
prior to commencing work.

Regulators’ Requirements

We are subject to regulation under various Acts including
the Commerce Act administered by the Commerce
Commission and the Electricity Industry Act administered
by the Electricity Authority. Compliance with regulation

is a key requirement of the regulatory bodies and is
consequently a key focus for us. The publication of this
AMP is an example of a regulatory requirement being
met. In general, our regulators require our compliance,
constructive input and collaboration to assist them in
fulfilling their duties.

Transpower

Transpower is one of our largest suppliers of services
and we are co-dependant on each other for the effective
delivery of electricity to meet our customer expectations.
Transpower requires us to keep them informed of our
plans and events with the potential to affect them.

In their role as SO they require that we maintain
instantaneous communications and are able to respond
to their instructions. They, in turn, must take into account
our requirements.

wel.co.nz

[
4
L
=
o)
o
<
z
<
b3
[
o7
(2]
(2]
<
o
-
I
(9)
<
o
<4
=8
o
<




-
Z
L
=
i
O
<
z
<
b3
-
Ll
(2]
(2]
<
o
-
I
(9)
<
o
4
a
o
<

WEL Networks | 2018 Asset Management Plan

We maintain communications through our regular
planning discussions and through our Network Operation
Control Centre. Electricity Industry Participation Code
requirements are met through our established procedures
and practices, and monitored through our risk and
compliance framework.

Service Providers

We rely on service provides to carry out a number of
functions. These include providing critical components
of equipment and services. The requirements of service
providers vary depending on the nature of the services
they are required to deliver. However to be effective
they require appropriate payment for services and good

3.1.1.

With a wide range of stakeholders, striking the
appropriate balance between their requirements is
necessary where the outcomes sought are mutually
exclusive. In a majority of cases our stakeholder
requirements align and can therefore be met without
conflicting outcomes. However, when they don’t align

working relationships. Accordingly we put significant
effort into ensuring sustainable working relationships
are fostered with all service providers.

Staff

Our staff is critical to our business. They enable us to
deliver on customer and stakeholder expectations. As such,
staff safety and wellbeing is critical to our success.

Board of Directors

The Board of Directors is responsible for the delivery of
outcomes sought by our stakeholders including the Trust.
Their requirements are therefore related to the purpose of
“Enabling our communities to thrive.”

BALANCING STAKEHOLDER REQUIREMENTS

we always prioritise safety requirements ahead of all
other needs, followed by other legal and regulatory
requirements. Any remaining unserved stakeholder
requirements are prioritised on a case by case basis
depending on the particular circumstances.

3.2. ASSET MANAGEMENT FRAMEWORK

Effective asset management is critical to achieving our
objectives. We have developed an asset management
framework that links our corporate objectives and day-to-
day activities. It comprises the following:

Asset Management Policy: aligns our asset
management approach with our corporate objectives
(Vision, Values and Strategic Plan). Our asset
management objectives reflect these objectives by
focusing on risk management and the skills and
competencies of our workforce;

Asset Management Strategy: translates the Asset
Management Policy into drivers and high level objectives.
The strategies employed currently sit within our network
development, renewal and maintenance and non-network
development plans;

AMP: (this document) reflects our asset lifecycle model,
aligns our high level objectives to relevant processes and
activities, and details our 10 year investment plans; and

Work Plans: apply our strategies to individual assets and
set out intervention plans. Our work plans consider each
element of the asset lifecycle.

Together these components align with the performance
objectives established for the urban and rural network.

Best in Service Best in Safety
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The asset management framework is depicted below.

PURPOSE, VISION & VALUES

STRATEGIC PLAN:

Corporate objectives, initiatives & targets

Line of sight

v

ASSET MANAGEMENT POLICY:
Establishes AM objectives & accountabilities
} } } } ASSET MANAGEMENT STRATEGIES:

WORKS PLAN:

Delivery of asset lifecycle activities

({4

STAKEHOLDER

EXPECTATIONS

Continuous
Improvement

ENABLERS:

Figure 3.2.1 Asset Management framework
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3.2.1.

The WEL asset management policy is central to the
operations and management WEL’s distribution network
and its business. The key policy principles are:

] Provide an enduring and reliable distribution network,
delivered with the aim of achieving best practice
levels of resiliency and safety and the efficient long
term utilisation of assets, including delivery and
capture of quality asset data

. Development of network structure to meet current
and future customer performance requirements

=  Create an Asset Management Plan outlining the
nature and characteristics of our assets and
investment requirements and to provide an overview
of our asset management planning, systems,
procedures, and practices

] Make asset management decisions based on
complete, accurate and timely information

The overall objective is that WEL network assets should

3.2.2.

The Asset Management Strategy links our policy
objectives to three distinct components:

(1) Network development

We invest to meet the capacity required to supply localised
areas of growth in consideration of network security against
the established security criteria. To achieve our customers’
requirements in a cost effective manner, we will seek
projects with high cost benefit ratios.

(2) Non-Network Investments

We invest in non-network assets to increase operational
flexibility and to improve the information that supports our
asset management decision making. We are investigating
in new non-network solutions such as solar generation
and battery for network support. We have already gained
substantial expertise on tools and data analytics using
smart meter data. We continue to develop new systems
from smart meter data to improve services to our
customers as well as providing services to other EDBs.

(3) Maintenance and renewal

Our strategic approach to maintenance and asset
renewal is to maintain a consistent and sustainable level
of risk over the long-term. The principal methodology
employed for this is CBRM. Outcomes from asset and

ASSET MANAGEMENT POLICY

be planned, designed, constructed, operated, maintained,
renewed, and disposed of in an efficient manner including
the following parameters:

] Minimise hazards and risks for people, plant
and environment.

= Striving to be “Best in Safety” through embedded safety
culture and application of safety in design principles

=  Comply with industry, regulatory and statutory
requirements

=  Optimise the use of and longevity of WEL assets by
adopting appropriate methodologies to ensure that optimal
benefit continues to be derived from existing assets.

] Support regional economic growth while still
maintaining WEL security standards

= Base asset management decisions on the full
evaluation of all alternatives taking into account
full life cycle costs as well as safety, reliability,
environmental, sustainability, social and economic
benefits and risks.

ASSET MANAGEMENT STRATEGY

network reliability analysis are utilised and overlay onto
CBRM to assist in the prioritisation of the renewal plan.
This strategic approach and the resultant renewal and
maintenance expenditure over the AMP period are
discussed further in Chapter 8.

Document control and review

WEL uses promapp for the control and review of its asset
management process. Promapp is process management
software that allows us to clearly define our process and
set review periods. Each process describes the actions
that are required and links to all controlled documents.
Each process is assigned an owner and it is the owner’s
responsibility to ensure that a review of the process

and supporting documentation is undertaken within the
interval set. We also undertake internal and external
audits (including certification to ISO9001) of our asset
management strategies and policy which ensures their

alignment and accuracy.

Works Plan

WEL Networks is currently 12 months into an
improvement initiative to enhance our ability to deliver
safe, effective and efficient maintenance and capital works

Best in Service Best in Safety



across our network. As part of this ongoing improvement
we have set a benchmark of aligning ourselves with
selected leading practice asset management guidelines
set out in ISO 55000:2014. We recently undertook a
maturity assessment of our asset management function
utilising the ISO 55000 framework as a benchmark

and found several improvement areas to enhance

the delivery and forward planning of our work.

The improvement program is focused on the enabling
functions of managing assets that not only deliver a safe
and reliable service but also use key metrics to improve.

The key areas of improvement include:
= SAP functional location reporting

=  Work Management

= Performance Reporting
] Maintenance Strategy
= Asset Planning

The integration of outcomes across these improvement
components are implemented through our works planning
process. Works planning is integral to meeting the needs
of our stakeholders. The focus of works planning is to

WORKS PLAN

Network
Development

Projects Projects

Designed,
Planned,
Costed and
Scheduled

Asset Asset
Management

Renewal
Plan Projects

Projects
Delivered on
As-Needed

Basis

Provisions
for Customer
Initiated Work

Figure 3.2.2.1 Works Plan

As set out in the AMP, WEL has a reasonable
understanding of the volumes of future work in each
category which can be anticipated and makes provision
for the resources and infrastructure necessary to deliver
this work in accordance with agreed schedules. Short
term fluctuations in the rate of work are managed with
the use of external contractors. WEL utilises its history
of project costs and performance to inform its capacity
planning to allow for future workloads.
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safely and efficiently deliver both planned and unplanned
works. It also includes operational services required to
meet customer requirements.

It involves three key steps:
= Integration and optimisation of network
development, renewal, and maintenance works.

=  Works and resource scheduling and
programme management.

. Management of delivery through WEL
Services and external contractors.

The governance arrangements for works planning are
discussed further in Chapter 4. The associated performance
metrics and targets are described in Chapter 5.

The Works Plan is the delivery of approved work extracted
from the Asset Management Plan and intended to be
completed within the regulatory period. There are three
drivers of work: network development to meet both localised
and overall load growth, renewal of assets deteriorated to
the point they will soon become not fit for purpose,

and support of customer works such as new connections.

WEL Services

Resource
Allocation

Commissioning

Third Party
Contractors

v

Close Out

Handover to
Opereations and
Maintenance

The Works Plan allows WEL to balance resources and
investment to meet the demands for work in the different job
categories on a risk-prioritised basis, utilising the technical
labour available both internally and through external labour
contracts. Allowing sufficient lead time before each job
commences enables planning and resource scheduling to
ensure quality work is undertaken safely.

The specification of each job complies with WEL
engineering standards so that the network is developed

wel.co.nz
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and renewed to be safe, reliable and resilient in the future.
Meeting these standards relies on consistent processes

for defining projects, developing their scope of works and
committing to detailed plans. These ensure that the works
delivery in the field is safe, has minimum impact on network
customers, and is delivered on time and on budget.

As part of our asset management approach, WEL
practices continual improvement whereby jobs are
reviewed both when in progress and on completion.
Assets delivered by the projects are registered in
information systems so that they can be maintained

in the future. Hence work is not completed until all
project deliverables including drawings and maintenance
requirements are correctly entered into WEL systems.

OPERATE

Figure 3.2.2.2. Asset Life Cycle

3.3.

This section describes our approach to risk management.
Risk management is a fundamental asset management
discipline that supports the management of our assets.

3.3.1.

Our Risk Management Policy identifies risk management
as a key requirement when managing both day-to-day
operations and longer-term network planning and design.
It ensures that risk management is an integral part of

our management and operating processes. It seeks

to improve decision making, so that the business can

Asset lifecycle

Management of our assets is based on taking a whole

of life approach to asset management. This involves
considering five aspects of the asset lifecycle, as depicted
in Figure 3.2.2.2.

The approach to each of the five asset lifecycle
components is strongly linked to the overall strategic
approach described in 3.2.2 above.

These are:

] Plan - identifying specific network requirements that
will deliver on stakeholder expectations for service
and price, investigating options and authorisation
of expenditure. Our planning processes are
discussed in Chapter 4 and our expenditure
plans are discussed in Chapters 6 to 9

] Deliver — implementation of the planning process
through works delivery. This is discussed in Chapter 4.

. Operate — operate the network and assets in such
a way as to deliver the service levels sought by
customers. Network operations and field delivery
is discussed in Chapter 5.

] Maintain - efficiently maintain the equipment and
network through defect identification and planned
maintenance activities. The treatment of each asset
class is identified in strategic asset management
decisions. Our approach to maintenance is set out
in Chapter 8.

] Dispose - efficient, safe and environmentally
appropriate

RISK MANAGEMENT FRAMEWORK

It requires that robust processes are in place for assessing
and managing asset-related risk. It is the key principle in
support of our ultimate aim of keeping people safe.

RISK MANAGEMENT POLICY

maximise improvement opportunities while effectively
managing risk.

We have developed and maintain a ‘risk aware’ culture
across the business, where staff are empowered and
enabled to identify and evaluate relevant risks.

Best in Service Best in Safety



We have in place processes to evaluate, prioritise and
mitigate these identified risks. Other than safety related
decisions, we seek to balance the costs of mitigation
and treatment with the residual risk.

Risk Accountabilities

Ultimate responsibility for risk management resides with
the Board of Directors. The Board of Directors have
delegated management of this responsibility to the Audit
and Risk sub-committee. The sub-committee meets every
six months to review risk, audit and assurance activity.
The full Board is updated about critical risks on

a monthly basis by the Chief Executive as part of the
regular management reporting functions.

We have established an internal Risk and Audit
Management Committee (RAMC) comprising a cross
business representation of managers including the

3.3.2.

WEL Networks | 2018 Asset Management Plan

Chief Executive, all General Managers, the Business
Assurance Manager, the Risk and Audit Lead, and senior
operational, corporate and health and safety managers.

The RAMC provides management oversight of our risk
management and audit processes. This includes reviewing
all new risks entered in the risk database to validate the
data, determine the classification of the risks and

approve the treatments. This committee meets on a
quarterly basis. Specific actions are then delegated to

the relevant managers.

Each staff member is supported by the Business
Assurance Team to ensure they understand the risk
management process and how it applies to them.

This includes being actively engaged in the identification
of new risks and ensure these are appropriately
escalated for evaluation.

RISK MANAGEMENT FRAMEWORK

Our Risk Management Framework is aligned to the AS/NZS ISO 31000:2009 Standard. It consists of five process steps
for systematically managing risk, as illustrated in Figure 3.3.1 below.

ESTABLISH THE CONTEXT

RISK ASSESSMENT

RISK IDENTIFICATION

COMMUNICATION
& CONSULTATION

MONITORING
& REVIEW

RISK EVALUATION

RISK TREATMENT

Figure 3.3.2.1 Risk Management Framework
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The following describes our approach to each process
step in the framework.

Establish the Context

The risk context is established from many factors
including; accessibility by the public, location in the
community e.g. rural or urban, asset age and condition,
inspection programmes and data quality.

Risk Identification

Our asset management risks are identified through several
mechanisms including the hazard identification process,
regular risk meetings, audit results or event analysis. Any
new risk will then be assessed and ratified by the RAMC.

Managers from our Asset Management team meet on a
monthly basis to review a selection of risks. This provides
a formal mechanism for risk assessment, risk monitoring
and the identification of new or emerging risks.

Risk Analysis

When a potential new risk is raised a process of analysis
is completed to understand the nature and extent of
the risk. This includes discussion with relevant staff.

Risk Evaluation

Each risk is evaluated against established criteria to
determine the degree of acceptability. The criteria are
discussed in Section 4.3.3 below.

Risk Treatments

Options to mitigate risks are identified. The costs (both
initial and on-going) of the proposed treatment options
are estimated. WEL notes that under the Health and
Safety at Work Act 2015 cost is not considered to be
a reason to not proceed with any particular treatment,

Likelihood

1 10 100

Consequence

Figure 3.3.2.2 Risk Classification

but practicability is. The treated risk is then evaluated
against the ‘inherent’ risk to provide a residual risk
classification. The ‘gap’ indicates the effectiveness
of the treatment option.

Once agreed, treatment actions are included in business
plans and budgets where necessary, priorities are set and
timeframes for actions are agreed with the risk owner and
relevant managers.

Monitoring and Review

An active programme of risk monitoring and review is in
place. Our internal audit programme also assesses key
risks and the effectiveness of controls. The results of
these audits are reported to the RAMC with improvement
opportunities discussed and additional actions approved.
The internal audit programme utilises both our internal
auditors and independent third party auditors to conduct
a range of internal audits to verify performance.

Risk Management Database

To support our risk management framework, we use the
Quantate Risk Management application. This software-
based process supports AS/NZS ISO 31000:2009.

It helps to ensure we have a structured approach to the
risk management processes, and has assisted with the
efficient administration of risk management reporting.

Risk Classification

Figure 3.3.2.2 below illustrates our risk management
classifications. Risk classification bands (indicated by
different colours) have been set to reflect our tolerance
for risk. These settings were determined by establishing
the potential impact and degree of acceptability.

Key

. Class 4
. Class 3

Class 2

. Class 1
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There are two aspects to the classification of risk:
Likelihood and consequence.

Each combination of consequence and likelihood has
been given a value according to the potential impact

Likelihood (y axis) is determined from:

Historical data — from our company and other
similar companies

Empirical data — externally sourced data
e.g. equipment manufacturer information

Consequences (x axis) are considered and rolled up

into three broad categories of:

Health and safety — the risk of a health and safety
impact e.g. is there a risk of single or multiple
fatalities, serious harm or minor injury.

Financial impact - includes the service,
environment and reliability factors estimated
as cost impacts from $0 to > $100,000,000.

Reputation — this looks at the impacts on various
groups of internal and external stakeholders including
our customer and community and is categorised in
five bands from 1 (very serious impact) to 5

(very minor impact).

on the business.

The classification of risk, shown by colour bands in
Figure 3.3.2.2 above, and description are:

Class 4 (Extreme) risks are considered intolerable.
Risk reduction actions must be applied to reduce
the likelihood or consequences of the risk.

Class 3 (High) risks are unacceptable without further
controls unless the cost or practicability of such
controls outweighs the benefits.

Class 2 (Medium) risks are tolerable but
undesirable. Higher consequences (those further
over to the right hand side of the chart) are less
desirable. Low cost mitigation may be justified
unless the cost or practicability of such controls
outweighs the benefits.

Class 1 (Low) risks are acceptable.
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3.3.3. IDENTIFIED TOP 10 RISKS

We have identified the following asset risks as being the top 10 inherent.

Inherent
Classification

Sub-optimal investment in assets due to
changing patterns in consumer energy

efficiency practices and the impacts of S
emerging technologies

Asset class failure prior to scheduled

replacement e.g. 16mm copper Extreme
conductor failure
Major storm or natural disaster Extreme
Staff or contractors injured while working on
Extreme
the network

Harm to member of the public through

. . Extreme
equipment failure
Harm to member of the public through Extreme
deliberate contact with the network
Harm to staff or member of the public Extreme
through defective work
Harm to staff or member of the public due to
. . Extreme
inadequate earthing
Harm through failure of safety equipment Extreme
Harm and or reliability impact from

inaccuracy or failure of critical production Extreme

network systems

Table 3.3.3.1 Top 10 Inherent Risks

3.3.4.

Safety management is a critical component of the overall
risk management framework and, due to the inherent
nature of our electricity network, many network risks have
a significant safety consequence weighting. Minimising
both the likelihood of safety events occurring, and the
ability to minimise the consequences when events do
occur are therefore of paramount importance to us.

Our Public Safety Management System (PSMS) reflects
our approach to managing asset based safety risk. The
key principle in managing asset and infrastructure risk
is to reduce the residual risk to being as low as
reasonably practicable.

Residual
Classification

Key Mitigations

Strategic Asset
Management Approach
Project Prioritisation Tool

Extreme

Asset Management
Condition-based
Assessment

Extreme

Contingency Planning

High Network Design

Training and Competency

Medium Processes and Standards

Asset Management

Medium Maintenance Works

Asset Security
Maintenance Works
Public Safety
Management System

Medium

Training and Competency

s Processes and Standards

Maintenance
Design and Construction
Standards

Medium

Test and Inspection

Medium Purchasing Standards

Commissioning Process
As-built Process
Routine equipment
testing and calibrations

Medium

MANAGING ASSET-RELATED SAFETY RISK

Asset Failure Risk Management

Safety risk due to asset failure is a key concern for WEL.
The Asset Management team is responsible for managing
risk associated with our assets, the delivery of our works
programs and the operation of the assets. WEL Services
and our contractors also have a responsibility for managing
any operational or delivery risks.

WEL has employed the technique of exposure rate
analysis to assess the likelihood (frequency) of asset
failure and related impacts. Risk assessments have been
conducted for the various classes of network asset.

This approach is inherently built into our CBRM asset
management tool. This is discussed in Chapter 8 along
with the asset specific risk.

Best in Service Best in Safety



3.3.5.
(HILP) EVENTS

Although natural disasters and emergency situations

are unlikely, they would have a significant impact on our
assets and operations. In line with good industry practice
and resilience WEL operates an N-1 design philosophy
on its major plant, sub transmission network and parts
of the distribution network. Zone substations are mostly
interconnected therefore have the ability to provide
backfeed or alternative supply. HAM and TWH GXPs,
although on the opposite sides of the Waikato River, are
interconnected at the subtransmission network and parts
of the distribution network. This configuration provides
good resilience between GXPs.

The zone substation and major network buildings have
been assessed for seismic strength and those that fail

to reach required standards have been strengthened

to IL4 or IL3 depending on risk and importance. Only
eight buildings are left to be strengthened and will be
completed by 2021. All new buildings are design to meet
IL4. Schedules of building seismic strengthening is further
discussed in section 2.3.3 and 2.5.1.

Critical equipment spares are reserved for emergency events
and are kept at the WEL depot and at several strategic
locations across the network. Spare zone transformers are
distributed geographically across the network. We have
constructed a back-up control room and is further described
below in the Disaster Recovery Centre.

All of the above helps us to mitigate risks on a HILP
event. We have in place a business continuity plan and is
supported by the following:

Lifeline Utility

As a critical infrastructure provider within New Zealand,
WEL is a Lifelines Utility and has a significant Civil Defence
Emergency Management (CDEM) role to play.

Section 60 of the CDEM Act 2002 requires WEL to:
= Function at the fullest possible extent during and
after an emergency;

= Have plant for such functioning;

= Participate in CDEM planning at national and regional
levels; and

= Provide technical advice on CDEM issues where required.

WEL Networks | 2018 Asset Management Plan m

RESILIENCE AND HIGH IMPACT LOW PROBABILITY

We are a participating member of Waikato Lifelines

Utility Group (WLUG) which has overall goals to:

=  Assist members to meet their obligations under the
CDEM Act;

=  Coordinate and work to progress the completion of
projects which benefit lifeline organisations in their region;

= Strive to ensure that member organisations get value
for money through their participation; and

= Endeavour to meet ever increasing customer
expectations that Lifeline Utilities will deliver
secure services.

Lifeline utilities are responsible for strengthening
relationships within and across sectors, and individually
committing to actions that ensure continuity of operation
and delivery of service. Through our membership in
WLUG, we have access to regional and national studies
carried out on natural, technological and biological
hazards. From these we have identified the top hazards
and developed a comprehensive vulnerability assessment
which identifies the risks in terms of importance,
vulnerability, resilience, and impact of each major asset on
the network. WEL Networks recently sponsored a study
on effects of a possible Tsunami on the West Coast of
The North Island and participated in the National Civil
Defence Exercise Tangaroa.

Major Event Procedures

A major event procedure has been established and is
applied when events e.g. weather, flood or earthquake
have a major impact on our ability to supply electricity
across our network, or when a Civil Defence Emergency is
declared. The procedure is designed to prepare resource
levels beyond those normally available or on call.

The procedure requires the following actions to

be taken:

= Prepare for impending weather that has been
forecast. Teams are required to make preparations
and resources are put on stand-by;

=  Manage increased or increasing numbers of faults
due to weather conditions. Resources are
increased accordingly;

= Liaise with Civil Defence in the event of a Civil
Defence Emergency being declared; and

wel.co.nz
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] Respond to Civil Defence requirements to prioritise
the restoration of supply to critical sites.

=  WEL Networks has adopted the CIMs (Coordinated
Incident Management Structure) for dealing with
major incidents.

There are specific procedures and designated people
to deal with and support each of the following areas:

= Incident Controller

=  Operations

= Public Information and Communications
] Logistics

= Wellbeing

=  Technology

=  Administration Support Services

= Lifelines Liaison

There is also a dedicated Disaster Recovery Centre
which allows for all of the above function to continue
if the Maui Street is not available for any reason.

Contingency Planning

We have developed contingency plans for the loss of
significant assets or groups of assets, including total loss
of supply from the Grid. Further development of specific
plans for zone substations and critical 33kV circuits

is ongoing. Our contingency plans include switching
processes to ensure essential services, as much as is

practicable, are able to continue to receive power supply
in the event of a major outage. We have also entered
into arrangements to gain priority access to emergency
generation should the need arise.

Emergency Exercises

We undertake regular emergency response exercises.
These alternate between desktop and full scale emergency
scenario simulations. Typically these have involved full
scale alarms being initiated without prior warning. A range
of scenarios have been staged including major rolling
storms, significant failure of both the electricity and the
communications network (affecting SCADA) and failure

of a Transpower point of supply. Following every exercise
we debrief and discuss any potential improvements to be
made and record lessons learnt.

Disaster Recovery Centre

We operate our system control centre under normal
circumstances from our Maui Street premises. When this
is not available for any reason, our Disaster Recovery
Centre provides for business continuity facilities or the
resources required to manage a major event including full
hot back-up of the Network Management, SCADA and
major corporate systems. The Disaster Recovery Centre
allows full monitoring and control of the network

to continue.

3.4. ASSESSMENT OF ASSET MANAGEMENT PERFORMANCE

In this section we describe the assessment tool we and all other electricity distributors are required to use to assess our

respective asset management capability.

3.4.1. AMMAT

AMMAT is a prescribed set of questions identified by

the Commerce Commission for the self-assessment of
electricity distributors’ asset management performance
and maturity. The Commerce Commission developed

the tool to help all electricity distribution businesses and
stakeholders to assess and understand their performance
and to encourage continuous improvement. The tool uses
a selection of 31 questions, which are grouped into six

key areas. The questions relate to the key components of
the internationally recognised ISO 55000 framework for
asset management.

In addition the Electricity Engineer’s Association has
developed guidelines to assist in the assessment
process. We made this resource available to all key

personnel invited to participate in the 2018 assessment.

Best in Service Best in Safety
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3.4.2. THE PURPOSE OF AMMAT

The purpose of the assessment is to gauge our obtained from performing the assessment. The benefit
performance against the selected components of the ISO comes from our internal discussions and views around
55000 framework. The self-assessment informs us and the level of asset management capability and competency
stakeholders about the level of competency we believe we appropriate for our stakeholders, and the identification
have reached at the time of assessment. While we have of improvement opportunities. The main improvements

no immediate aspirations to seek ISO 55000 certification, implemented are outlined below.

we do agree at this stage that there is benefit to be

3.4.3. IMPROVEMENTS IMPLEMENTED

A work management roadmap was developed

and has allowed WEL to balance resources and
investment by shifting key responsibilities within
teams to meet the demands for work in the different
job categories on a risk-prioritised basis.

CBRM models have been implemented across the
key asset fleets and the results are used for the
renewal strategy.

Safety Improvements

A comprehensive audit of our health and safety
systems was undertaken in late 2015 that resulted
in the development of a two year improvement
plan — the Health and Safety Strategic Road

Map. Five work streams, with individual executive
management sponsors, were designed to address
the recommendations from the audit.

Health and Safety meetings with WEL contractors
and WEL senior management are held bi-monthly
to discuss any safety issues that arise and to share
industry safety information.

For Contract Management — WEL Networks has
established a preferred contractor relationship and
through a collaborative approach by both companies,
efficiency gains will benefit our customers.

We maintain Terms of Trade for all contractors to
ensure all parties have a clear understanding of
responsibilities for work engagement.

= Resource Management continues to develop through
the utilisation of historical resource information and
that information contained in the Project Definition
Documents. The transparency provided continues to
evolve and for the 2019 financial year WEL will have
the ability to monitor work completed, in schedule
and yet to be delivered across all crafts.

= A project is underway with a focus on lifting the
level of customer service within the Customer
Initiated Works team. A consultant organisation
was engaged to complete an initial review which
included customer involvement through interviews
and a series of workshops. A roadmap has been
provided for WEL Networks to work through.

=  WEL Networks has engaged a specialist asset
management consultancy to support Maintenance
Strategy, Asset Planning, Works Programming and
Operations Scheduling to achieve a more robust
delivery work flow with improved and more stable
planning horizons. The same organisation is also
completing a strategic level review of WEL Networks
data management framework.

wel.co.nz
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3.4.4.

Our 2018 assessment is summarised below. We
have undertaken detailed analysis of the responses
to gain a deeper understanding of our latest
performance assessment.

ASSET MANAGEMENT MATURITY ASSESSMENT

B 2018 Average 2016 Average

Competency & training

Structure, capability & authority

Figure 3.4.4.1 AMMAT Result

This year’s survey shows that we have improved in

three of the six assessment areas from 2016 namely (1)
Documentation, controls and review, (2), Communication
and patrticipation and (3) Competency and Training.

While the other three assessment areas remain
unchanged specifically (4) Asset strategy and delivery,
(5) Structure, capability and authority and (6) Systems,
Integration and Information management

2018 AMMAT ASSESSMENT

The results shown below indicate an improvement in the
scores over our last assessment undertaken in 2016.
This indicates we are obtaining a better alignment to

the I1ISO 55000:2014 standards.

Asset strategy & delivery

Documentation, controls & review

Systems, integration & information management

Communication & participation

In summary, WEL Networks’ pro-active approach to
implementing improvements in asset management
indicates an overall increase in our competencies as
asset managers and confirms we are heading in the
right direction.

Best in Service Best in Safety
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4] ASSET MANAGEMENT
GOVERNANCE

This chapter sets out WEL’s asset management governance framework, in
which established processes support investment planning decisions with clear
accountability and expenditure approvals. The later sections of the chapter

describe our approach to works delivery.

4.1. INVESTMENT PLANNING

Investment planning is fundamental to many of our
activities.Our planning capability is also central to efficiently
delivering on customer price and quality requirements.

Our process is fundamentally the same for all investments,
from needs identification through to delivery. These

stages are managed under an overarching governance,
prioritisation and approvals framework as illustrated below.

These stages are:
. Needs identification;

=  Options analysis;

Project definition and cost estimation (Project
Definition Document (PDD)); and

] Works Plan.

GOVERNANCE: PRIORITISATION; APPROVALS

NEED
IDENTIFICATION

OPTIONAL
ANALYSIS

Figure 4.1 Investment Planning Model

PROJECT
DEFINITION AND
COST ESTIMATION
((d])}

The first three planning related stages are described below. The processes employed for investment approvals and works

delivery are described in 4.2 and 4.3

4.1.1. NEEDS IDENTIFICATION

Investments are made in response to a number of needs.
In many instances an investment, or a series of
investments, will meet more than one driver. As such it is
imperative to have a very clear definition of the need being
met in order to ensure that the most prudent solutions are
being initiated. The investment drivers are discussed below.

Safety

Investment to address safety concerns and safety related
asset issues are a high priority for us. The majority of

safety related risks can be addressed in the design and
selection of equipment on the network, through our
“Safety in Design” process. In addition, there will be
specific safety drivers within our expenditure on reliability,
asset condition and health, and growth and security. There
are instances where specific safety related investments
emerge from risk review meetings and are assessed on their
individual merits.

Best in Service Best in Safety



Reliability Performance

As assets age and/or demand grows, the reliability
performance of sections of the network can degrade.

In addition, previously unidentified reliability issues may
become apparent. In these instances investment to maintain
reliability performance is required. Typically this will result
in additional network automation, further sectionalising of
circuits, backfeed options or the addition of new feeders.
These issues are identified as part of our network planning
process and it is the responsibility of the Asset Planning
and Engineering team to propose and manage these
performance issues as describe in Chapter 6.

Asset Condition and Health

Expenditure on asset maintenance and renewals is
primarily driven by the need to maintain asset condition
and health. We have a comprehensive and continuous
programme to identify and monitor asset condition and
health, which informs maintenance requirements. Field
inspections including diagnostic surveys are carried out
by line crews and a dedicated team of inspectors. The
renewal and maintenance requirements are then fed into
the renewal planning and maintenance process.

The overall responsibility for asset health and condition
related investment sits with the Maintenance Strategy
team. A more detailed explanation of our asset condition
and health assessments and how we manage identified
issues is set out in Chapter 8.

Growth and Security

As peak demand grows, new capacity from additional
investment is generally required to reconfigure the network.
The process starts with an assessment of expected future
demand on the network and identifying where current
network capacity is insufficient to meet expected demand
and security requirements. The required level of security at
each level in the network has been established as part of
our network design security criteria. Assessing the need for
growth and security investment is the responsibility of the
Asset Planning and Engineering team.

Customer Requests

Customers often seek new connections or an upgrade
to their existing connection. Network changes are
also frequently required to meet the electrical needs
of new connections or can be requested due to road

layout changes e.g. widening or safety improvements,
or new roads being built e.g. the Waikato Expressway.
Customers today are directed in the first instance to

the WEL Networks website where they can fill in their
application for the required scope of work. Regardless
of the channel used, our Customer Initiated Works team
will process the request in a timely manner and keep
the customer informed of the status of the request. The
Customer Initiated Works team is part of the wider Asset
Management team and will assess the works required,
advise of any costs to be paid by the customer and
initiate the works required to fulfil the customer request.
Any capital contribution required from the customer is
calculated in accordance with our Capital Contribution
Policy. The main purpose of the Capital Contribution
Policy is to further ensure the best option selected is
financially viable. A copy of the policy can be found

on our website wel.co.nz

Technology Change

Technology obsolescence and technology change can
also drive the need for investment expenditure. This is
particularly true where critical operational equipment is
required for continued electricity supply. This includes
network management software and communications,
network monitoring, and corporate support technologies.
Responsibility for proposing technology investment lies
with individual business units. For example, the Information
Technology (IT) team is accountable for all corporate
systems, hardware and software investments, while the
Asset Planning and Engineering team is accountable for
SCADA and network automation investments.

Legal, Regulatory and Environmental

Our formal compliance policy requires that we endeavour
to comply with all relevant legal, regulatory, and
environmental obligations. Where we find we are non-
compliant we will take all reasonable steps to work
towards compliance. It is therefore a key consideration

in our needs identification that we are either maintaining
compliance or are taking all reasonable steps to achieve
compliance through the AMP period.

wel.co.nz
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4.1.2. OPTIONS ANALYSIS

Following needs identification, potential solutions are
identified and considered. The number and type of
options (or solutions) varies depending on the type, value
and complexity of the investment. Our options analysis is
also tailored based on whether the capital expenditure is
related to renewals or network development. Our options
review includes both traditional network solutions as well
as emerging technologies such as batteries.

Renewals analysis is informed by our CBRM framework
and processes as detailed in Appendix B. Accordingly
renewals are based on targeting higher risk assets.
This process is described further in Chapter 8.

For all other investment needs, maintenance and
development options are explicitly considered. Typical
options considered include; maintenance, network
reconfiguration, network automation, capacity upgrades,
additional assets, and non-network investments such as
demand management.

Assessment Process

Our options analysis process involves considering all
technically feasible options then ranking these to select
the best in terms of safety, whole of life cost and reliability
outcomes. In assessing options we take into account
metrics such as the affected customers’ value of lost load

4.1.3.

The PDD for each capital project is written and approved
to provide the project description and outcomes, scope
of work, cost and resource estimations, outage and
commissioning requirement and incorporates Safety in
Design. Throughout the planning, engineering and design
process, the PDD author and reviewers shall consider
any issues which may affect the safety of WEL personnel,

4.2. EXPENDITURE APPROVALS

Expenditure approval is governed by the delegated
financial authority structure within WEL. Prior to final
approval, expenditure plans are subject to an internal

(VoLL), SAIDI and other reliability improvements.

In some instances where different development
timeframes are available, such as staging the
construction over several years, we use economic
analysis to account for expenditure timing differences
and identify the best option. This analysis includes Net
Present Value (NPV) assessment. The outcome sought
is the least cost option that meets the identified needs.

Decision Support Tools

We use a number of decision support tools in our

assessment process.

These include, as appropriate:

] Safety considerations and operating processes;

. Technical Analysis;

. Risk Analysis;

. Economic Analysis (Cost Benefit, NPV,
VoLL/Cost Ratios);

=  Capital Expenditure / Operational Expenditure
trade-offs; and

= CBRM

These tools help us assess and choose the best option
for the maintenance and development of our distribution
network and associated systems.

PROJECT DEFINITION DOCUMENT (PDD)

contractors, the public and the assets over the project
duration as well as the full asset lifecycle.

Following expenditure approval of the PDD (see Section
4.2) and associated budgets, resource planning for
detailed design and project construction is used to
produce a high level project delivery timeline.

challenge process. This section describes the approval
model, the challenge process, and the accountabilities
at each level in the organisation.

Best in Service Best in Safety



4.2.1. GOVERNANCE APPROACH

Our Board has established a delegated financial
authority structure for the business. The structure
amongst other criteria sets the expenditure approval
level of the Chief Executive, the General Management
team and senior managers.

Delegated Financial Authority

The expenditure approval limits have been established
commensurate with our organisational structure, meaning
higher limits are set corresponding to a person’s position
and role within the organisation.

The expenditure limits are further differentiated between
budgeted and unforeseen expenditure. Unforeseen
expenditure limits are set significantly lower than
budgeted expenditure given that budgeted expenditure
has already undergone the preliminary approval process
incorporated in our strategic, business planning and asset
management planning processes. The Chief Executive’s
budgeted expenditure limit has been set at $2 million
excluding any Board pre-authorised regular payments
above this amount e.g. Transpower’s monthly charges.

The Chief Executive’s unbudgeted expenditure limit has been
set at $500,000. The Board may approve greater amounts.

Decision Support Tools

For expenditure approvals the key decision
support tools are:
= Delegated financial authority limits;

= Our strategic, business and AMP strategies;

4.3. WORKS PLAN

This section describes how WEL manages planned
projects, incorporating the capacity to respond to
unplanned events. The focus of works delivery is assuring
safety as the top priority, and then delivering quality work
on time and to budget. This ensures that network assets
are commissioned and then maintained to be reliable and
deliver their intended function over their expected service life.

The challenges which WEL manages to deliver an on-time
and on-budget Works Plan include localised areas of

WEL Networks | 2018 Asset Management Plan m

= Economic analysis e.g. results of the options
analysis stage;

. Project prioritisation tool; and

- PDD documents

Prioritisation

WEL has developed a prioritisation tool for evaluating
its capital work. The tool applies a systematic process
to all projects.

The tool is based on a risk evaluation and considers
the following criteria:
= Health and Safety;

. Network Reliability;

= Network Capacity;

. Environmental;

= Regulatory requirements;

= Qutage planning constraints;
= Life cycle cost; and

= Current book value.

The tool calculates a cost benefit ratio from these
criteria and provides a ranking. This enables projects
with differing drivers to be evaluated in a consistent,
transparent and repeatable manner.

higher than expected network growth, external events
(e.g. storms), third party damage and deterioration of
assets throughout the extensive network area.

Notwithstanding the above, we have identified several key
opportunities to enhance our works planning and delivery
function. These are outlined below and were identified
through benchmarking studies utilising external experts
and internal subject matter experts.

wel.co.nz
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1. Works Delivery Plan

The Works Delivery Plan is made up of Project, Capital
and Opex maintenance work which is delivered by

both WEL Services and external contractors. We have
enhanced our ability to plan and schedule these work
types and maximise the outlook prior to commencement
of work to ensure minimal disruption to our customers,
maximum resource availability and completion of

our Annual Works Plan. The Annual Works Plan will

WEL ASSET
MANAGEMENT
OBJECTIVES

Asset Management Plan
1-10 years

Preventive
Maintenance Schedule

Provisions for
Reactive Maintenance

Determined from
past history

CI can request
future capital
work, changes in
the PM schedule
or changes in the
asset portfolio

Scheduled work to be
undertaken within next
3 months

Risk Register

Continual Improvement

Figure 4.3.1 Works Management Process

At the commencement of the year, the Annual Works Plan
is used to determine the resource capacity required in
specific competencies and craft types expected to deliver
the program of work. The capacities are re-assessed

on a quarterly basis to ensure WEL can deliver the work
throughout the year. This informs both resource planning
for internal teams and establishment of third party contracts.

The monthly work schedule then refines the capacity
planning to confirm resources are available to deliver
the schedule each month. This ensures resources are

Annual Works Plan

Monthly Works Plan

< Works Backlog

Delivery of
Scheduled Work

Technical Completion
of Work

Monthly Meeting

Asset Condition Register

therefore be delivered without impacting our day to day
maintenance program and fault response.

Our works management process (Figure 4.3.1)

aims to manage the safe and efficient delivery of Annual
Works Plan. It links the asset management planning of
WEL through to delivery of work and then to continual
improvement, with prudent control of scheduled work
and financial outlay.

Scheduled
Network Outages

Quarterly
Scheduled Review

Consider updated
information in the AMP

Faults Response

Monthly
Financial Review

Monthly forecast spend to actual spend
to be within +5%

Note uncompleted work
is a risk

available for customer work as well as the longer
term scheduled work for network development and
asset renewal.

2. SAP functional location reporting

The functional reporting tool enables us to package work
geographically and produce reports on specific suburbs
or through electrical connection. This visibility allows us
to maximise the resource effort in a particular vicinity i.e.
group jobs that are in the same general location or on the
same outage area.

Best in Service Best in Safety



3. Work Management Governance

A consolidated and consistent approach to delivering
maintenance and capital projects.

This includes:
=  Clearer roles and responsibilities — We work as
a team and know what to do

] Identifying work — Skilled eyes in the field and
analytics to predict asset health

= Planning work — Making the job efficient

. Scheduling work — Maximising our people’s time
in the area and on the job

= Executing work — Doing the work safely and
effectively with our skilled teams

= Follow up work — Find and schedule asset issues
during our inspections

4. Performance Reporting

Report lagging and leading indicators are used to
determine what can be improved to ensure our network
remains safe and reliable. We act on performance trends
that fall below benchmarks set by our regulators and
business objectives.

At the commencement of each month, the anticipated
budget to deliver the schedule of work is confirmed.

This is based on estimates of work from the Annual Works
Plan as well as provisions for customer work and reactive
maintenance. Estimates are refined by detailed planning
so that cost estimates are based on precise scope of
works, current market labour rates and where necessary,
quotations from third parties.

The costs for the month are consolidated at the end

of each period and compared to the original budget
estimates. WEL targets are estimated to within 5% each
month for actual total expenditure. This can be further
broken down into detailed types of work to understand
any issues with over or under expenditure.

Within the monthly schedule of work, customer drivers
and reactive maintenance are combined with scheduled
work from the Annual Works Plan. Monthly schedule
compliance is tracked to ensure that all intended work is
completed on time. Faults responses and other reactive
work that breaks into the month are assessed to ensure

that resources are not unnecessarily tied up,
to the detriment of achieving the monthly schedule.

5. Maintenance Strategy

We have adopted a proactive maintenance program
using Standard Maintenance Plans (SMP) to ensure
the highest quality of work is consistently achieved.
We constantly review our maintenance plans to ensure
they are identifying probable modes of failure before
they occur in service using techniques such as FMECA
(Failure Mode Effect and Criticality Analysis)

6. Asset Planning

We have built a consolidated issue register that packages
work from multiple sources such as maintenance history,
SCADA register, refurbishment and replacement plans,
network upgrades, engineering investigations etc.

All issues in this register are costed, risk assessed and
prioritised based on the consequence of loss of function.

Specification of work from the Annual Works Plan is
based on PDD information for growth and security,
renewal and scheduled maintenance activities.
Specification of work from the Annual Works Plan is
based on PDD information for growth and security,
renewal and scheduled maintenance activities. Where
revisited, all work is planned based on standard designs
and construction methodologies, and controlled with
good project management processes.

Standardised designs have been developed for sub-
transmission lines, zone substation equipment and
switchgear. All designs incorporate Safety in Design
concepts assisting assets to be safely installed, operated
and maintained. Opportunities to develop standardised
designs are typically identified as part of the asset renewal
process and development of maintenance strategies.
Specialist independent design support is sought to help
manage work flows and cover capability gaps.

7. Continuous Improvement

Our Continuous Improvement (Cl) process focuses on
registering improvement opportunities and analysing
the criteria that prioritises the implementation; such
as: effect on the organisation or customers, effort to
implement and impact it will have to the organisation
or customers once implemented.

wel.co.nz



We Identify improvement opportunities through: Technical information consolidated at the end of each
] Consultation with our teams month compiles technical data regarding the health of

= Asset performance measurement the network assets is consolidated at the end of each

month. This supports continual improvement whereby

" Assethealth measurement the maintenance strategy for deteriorated assets may

* Incidents reporting and feedback be adjusted to extend their service lives and planning
. Public feedback commences in the AMP for asset renewal.

On the completion of each month, we formally review the Refer to the following section ‘Integration and
completed work to ensure quality work has been delivered, Optimisation” for further detail on how these

all requisite information has been handed over and projects improvements have contributed to our efficiency
may be closed out. We assess whether the work has been and effectiveness.

delivered to quality and budget.

4.3.1. INTEGRATION AND OPTIMISATION

WEL Networks operates on a Continuous Improvement has reduced the overhead cost of managing work and
(Cl) framework with an emphasis on Safety, Environmental freed up technical resources to focus on asset continual
Impact, Customer Service and Reliability. We understand improvement. An example of such improvement is

that the integration and optimisation of our planning the current development of Standard Maintenance
process and works delivery is key to achieving our safety, Procedures to improve the quality management of
efficiency and cost effective objectives. preventive maintenance.

As part of our Cl process we adopted the ISO 55001 Improvement in asset planning now means that WEL
framework as a leading practice benchmark to achieve has improved intelligence on the forward work which

our business objectives and customer expectations in needs to be undertaken. This has both commercial and
delivering “good practice” Asset Management. technical benefits. Improved Works Plan management
Through benchmarking studies utilising external experts ensures close control of budgets and optimises the overall
and internal subject matter experts, we have identified expenditure per month. The ability to more closely control
several key opportunities to enhance our works planning the forward schedule of work ensures that work is being
and delivery function. specified, designed and planned in good time before it

needs to commence.
Good asset management means that WEL avoids

unnecessary expenditure to reserve funds for where they In addition, WEL is now coordinating resources utilised
are most needed, and to deliver excellent operations and by both capital projects and maintenance work delivery
maintenance to manage down the risk of network failures to ensure resource allocations per month are optimal to
or late delivery of services. deliver on the separate work programs. This has been

achieved by improved monthly coordination and will
WEL has invested in improvement of its work delivery

processes, reducing the time to identify, plan and then
schedule work so that field crews are responding in

continue to be enhanced with improving forward views
of future work.

good time to network and customer issues with well-
planned work. Internal streamlining of these processes

Best in Service Best in Safety



4.3.2. DELIVERY MODEL

This section describes our works delivery model. The aim
of the works delivery model is to manage

the safe and efficient delivery of maintenance, renewals
and development works.

The delivery process involves the following stages:

Resource and expenditure forecasting:

The Works Delivery Plan is a high level plan based
on PDD information for growth and security, renewal
and scheduled maintenance activities. For customer
driven and reactive maintenance work, historical
resource utilisation and expenditure are used for
forecasting and to establish delivery timelines across
design, planning and scheduling then construction;

Detailed Design: We utilise standard designs and
construction techniques as documented in our
design and construction manual to drive quality,
standardisation and cost efficiency. Asset categories
where standardised designs have been developed
include subtransmission lines, zone substation
equipment and switchgear. All designs incorporate
Safety in Design concepts assisting assets to

be safely accessed, operated and maintained.
Opportunities to develop standardised designs

are typically identified as part of the asset renewal
process and development of maintenance strategies.
Specialist independent design support is sought to
help manage work flows and cover capability gaps;

4.3.3.

This section describes our materials procurement
activities. The objective of the materials procurement
process is to efficiently acquire the materials specified by
asset management and WEL Services (WSL) at an optimal
cost in accordance with the specification, timeline,
quantity and quality required.

The stages of the procurement process are:
= Requirements identification;

= Tender or Request for Proposal or Quotation
(RFP, RFQ);

] Approval to proceed;

= Preferred Supplier Agreement established;

MATERIALS PROCUREMENT

Scheduling Plan: A detailed monthly schedule for the
delivery of all work types, monitoring delivery against
the plan to improve coordination of resources;

Construction Handover: Applies to internal
resources and external service providers. Capital
Projects have a handover meeting between the
design team and the project manager to effectively
manage any safety, delivery risks or complexity;

Project Closeout: All capital projects and any other
project with a budget that exceeds a defined financial
threshold require a close out report to be completed,
circulated and a meeting held to capture and discuss
lessons learned.

Design and Construction Resourcing

The Works Delivery Plan establishes our resourcing
requirements across available design and constructions
resources. The plan determines the projects for internal
and external service partner delivery prior to the start

of the financial year to ensure appropriate resource
availability for full delivery of the Annual Works Plan.
WEL Networks has entered into a Partnership Agreement
with an external service partner for the mutual benefit

of each company. This ensures performance criteria

are established early and secures both design and
construction resource to meet the forecast workload
through the year. Additional sub-contractors supplement
both the internal and external service partners.

= Purchase order raised

= Evaluate and monitor ongoing supply,
costs and quality.

This has proven to be a highly effective means of
procuring items e.g. inventory, equipment and vehicles
because the procurement model for these items is
centralised. The centralised model works well because
the business processes are adhered to, the benefits and
results are measurable; responsibilities are clearly defined
and are supported by senior management. The processes
and business rules for procurement activities have been
recorded in our process management systems.
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Tendering

We tender all major equipment requirements,
generally over the value of $250,000. The tender
process encompasses the assessment of business
requirements, establishing timeframes, compiling
specifications, selecting suitable suppliers, tender
or RFP/RFQ preparation and evaluation, and then
submitting a formal written recommendation.

For purchases or categories up to $2M, a written
recommendation approval is sought from the WEL
Tenders Committee. Approvals for values over $2M
are approved by the Board.

4.3.4. WORKS MANAGEMENT

Our works management function has been centralised
into two key teams to provide a holistic approach to

the delivery of all work types. Contract & Programme
Management within Asset Management completes all
resource planning and timelines for the annual programme
of works, manages Customer Initiated Work and provides
Contract Management for all external design and

Preferred Suppliers

Through the process of category management and the
use of RFP, we have established a number of preferred
suppliers. The benefits of a preferred supplier arrangement
are consistency and certainty of supply, optimal and stable
pricing structures which reflect current market conditions,
quality assurance and volume rebate options.

Monitoring Cost Performance

We use various techniques for monitoring suppliers

to ensure required specifications, quality and cost
requirements are being achieved. These include market
analysis and product cost benchmarking, monitoring
raw material and foreign exchange trends and new
technology evaluation.

construction requirements. Within WEL Services, the
Works Planning Team manages assigned work priorities
to determine work flow for design when required, planning
and scheduling prior to being dispatched for construction.
Priority 1 works (typically Faults) bypass planning and
scheduling directly into the dispatch process as break-in
work for a timely response.

The works management handover paths are shown in Table 4.3.4 below:

Proactive maintenance inclusive
of asset replacements

Maintenance

Customer Driven
Capital Projects

Faults

Table 4.3.4 Work management handover paths

Revised contract templates have been developed for

the engagement of sub-contracted service providers

and now incorporate:

= Design services templates using Conditions of
Contract for Consultancy Services as a base

Best in Service Best in Safety

Small & large customer works
Complex long-term planned projects

Reactive & time limited maintenance

Handover is primarily from Contract

& Programme Management (WEL
Networks) to the Works Planning Team
for all WEL Services delivered work.

Work delivery through external
contractors is managed via Contract &
Programme Management within Asset
Management or handed over to the
Works Planning Team for internal service
partner delivery.

Handover to the Faults Supervisor for
dispatch management

document due to its relative acceptance in
New Zealand; and

= Invitation for Tender template based on the New Zealand
Standard Conditions of contract for building and civil
engineering construction (NZS 3915:2005).
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5] ASSET MANAGEMENT
PERFORMANCE

This chapter describes our performance objectives, initiatives, measures, and targets
for the AMP safety, customer experience, cost efficiency and asset performance.

5.1.

We have established performance objectives in four key
areas, safety, customer experience, cost efficiency and
asset performance. The objectives reflect outcomes
sought by our stakeholders as described in Chapter

3. They are also directly linked to our business plan,

strategic plan and ultimately support our corporate vision.

The areas of focus for our objectives can be

summarised as follows:

= Safety: Safety is our highest priority. We continually
strive to improve our health and safety performance
in line with regulatory and legislative requirements
and recognise that on-going monitoring,
development and effort are required to continue to
ensure the safety of our employees and the public.

Our Board and Executive Management Team are
committed to ensuring company-wide engagement
in improving our safety performance.

5.2. SAFETY

WEL aspires to being ‘Best in Safety’. This underpins our
commitment to ensuring the health and safety of our staff
and the communities we operate in.

WEL is currently involved in a two year plan of work,
the Health and Safety Strategic Road Map. The Road
Map was developed after a robust audit of health and

OVERVIEW OF PERFORMANCE OBJECTIVES

= Customer Experience: Our customer experience
objectives cover both reliability (quality of supply)
and the quality of service we deliver through our
interactions with customers e.g. the time taken to
resolve a complaint;

=  Cost Efficiency: Cost efficiency is driven by making
the right investment choices at the right time, and
delivering our works programme for the lowest total
ownership cost possible while achieving our quality
and safety targets; and

= Asset Performance: The performance of our assets
directly determines the quality and cost of services
provided to our customers. This, in turn, is a direct
consequence of the asset management decisions
we make on a daily basis. We will improve our
asset performance by further developing our asset
management capability and decisions.

safety systems and performance that was completed in
late 2015 by an external consultancy. An annual health,
safety and wellness plan has also been developed

to address health and safety issues that have been
highlighted in our internal reporting and in outcomes
from recent OHSAS 18001 and KPMG audits.

Best in Service Best in Safety



5.2.1.

Our safety objectives are summarised as:

SAFETY OBJECTIVES

=  Bring ‘Best in Safety’ to life — Our people will be
fully engaged in health and safety and understand
our health and safety strategy, objectives
and accountabilities.

. Build Capability — We will have strong and
sustainable leadership in health and safety. We will
have the competence to identify hazards and ensure
that risks are appropriately controlled.

. Risk Management — We will focus on our Critical
Risks, ensuring we have effective controls in
place across the organisation. We will measure

5.2.2.

To support these objectives, we are undertaking the

SAFETY INITIATIVES

following six initiatives:
= Developing strong and sustainable leadership in
health and safety;

] Ensuring competence to identify hazards and
manage associated risks;

= Actively engaging staff in health and safety across
the business;

5.2.3.

Total Recordable Injury Frequency Rate (TRIFR).
TRIFR is our primary measure of safety performance.
TRIFR measures all injuries within a given period
relative to the total number of hours worked. In order to
standardise the measure it is reported against a base
period of 200,000 work hours.

Public Safety Incidents

The potential for public safety incidents on our network
continues to be of concern to WEL. In 2016 and 2017
a number of safety initiatives were undertaken in the
business to improve awareness of and our response
to potential harm to the public:

WEL Networks | 2018 Asset Management Plan

and monitor our controls through our Risk
Management framework.

=  Systems and Structure — We will raise the
standard and continually improve our health and
safety performance, systems and structure. We will
effectively communicate health and safety issues
and performance.

] Contractor Management — We will ensure our
strategic partners are engaged, competent and
capable in supporting WEL Networks in achieving our
desired objectives. ‘Best in Safety’ will only be achieved
when we have all stakeholders personally committed.

= Ensuring everyone understands our Health and
Safety Strategy, objectives and accountabilities;

. Raising the standard of continuous improvement
in our health and safety performance; and

= Communicating our performance and any health
and safety issues.

Together we consider that these initiatives will contribute
significantly to achieving our vision and safety objectives.

SAFETY MEASURES AND TARGETS

= Two ‘mini stop-for-safety’ exercises were conducted
to assist with identification of safety concern
knowledge gaps within the network

= ICAM (Incident Causation Analysis Method)
investigations into public safety related incidents

= A concentrated pillar inspection exercise to
ensure all currently unsafe equipment was
identified and remedied

The targets for our safety measures over the AMP
period are set according to what we view as realistic and
achievable based on historical performance data along
with our aspiration to be “Best in Safety”.
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The target performance is set out in Table 5.2.1 below.

Measure Lag indicators

TRIFR <3.5 <3.5 <3.5 <3.5 <3.5 <3.5 <3.5 <3.5 <3.5 <3.5
Injury Severity Rate <7 <7 <6.5 <6.5 <6.5 <6 <6 <6 <5.5 <5.5
Public Safety Incidents
. 0 0 0 0 0 0 0 0 0 0

causing harm
Manual handling injuries
(sprains and strains)

23 22 21 20 19 18 17 16 15 14

Measure — reduce
by 5% per annum

Lead Indicators

Measure — Investigation type decided and launched within three working days of

Near Misses Reported . . . .
receiving the report. Report complete and actions assigned within four weeks.

Executive and Management Conducted and completed as agreed with and site assessments recorded and acted
Site Visits upon within each calendar month

H&S Committee: monthly.
Health and Safety Meetings Service Partners (Contractors): bi-monthly.
Senior Leadership H&S Committee: monthly.

Close out of FARS 80% closed out within the month of reporting.

5.2.4. SAFETY PERFORMANCE EVALUATION

The table below shows our safety performance against the targets we set for 2017 and 2018.

Total Recordable Injury Frequency Rate (TRIFR) 3.00 5.67
Injury Severity Rate <7 4

OTHER MEASURES

Lag Indicators

Lost Time Injuries (LTI) 10
Medical Treatment Injuries (MTI)

Restricted Work Injuries (RWI)

Notifiable Incidents

First Aid Injuries (FAI) 27
Motor Vehicle Incidents 7
Environmental Release 1

Lead Indicators

Near Misses Reported 216

Executive Site Visits 50
Management and Other Site Visits 246

Health and Safety Meetings (3 committees) 32 (from a possible 36)
FARS closed out 554 closed from 582 reported

Best in Service Best in Safety
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The main causes of injury in previous years have been sprains and strains relating to manual handling activities and slips
and trips. Our focus and efforts are currently on preventing these types of injuries and minimising the injuries sustained

when they do occur.

SPRAINS AND STRAINS 2013-2017
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5.3. CUSTOMER EXPERIENCE

WEL aspires to being ‘Best in Service’. This epitomises
our objective to provide excellent customer service.
We also believe that relationships in our community,
with businesses, councils and community groups are

Number of Sprains and Strains

Apr-15 |

Apr-16 I

Apr-13
Oct-13
Oct-14
Oct-15
Oct-16
Apr-17

5.3.1.

Customer experience is a measure of how customers feel
about the service and the value they receive. For WEL,
customer experience includes the level of reliability each
customer receives, how we interact with them, the value
derived from the package of services we provide and the
information we supply on what is happening on our network.

Our objectives for providing ‘Best in Service’

customer experience are:

= Delivery of electricity at the service level sought by
our customers;

5.3.2.

Our customer experience initiatives have been
categorised into two keys aspects: network performance
and customer service.

Network Performance Initiatives

The following network reliability initiatives will be

pursued during the AMP period:

= Renewal of the rural network, targeted at
improving its reliability performance. This is
described throughout Chapter 8 for each asset
class in the relevant sub section of the

INJURIES BY TYPE - JUL-16 TO JUN17
4 1%

1;3%
0; 0%
9; 26% 21; 60%
B Strain/Sprain Cut/Scratch/ Burn Other Crush
Bruise

vital to our future success. Accordingly, customer
experience is a high priority performance area that
is key to our ongoing business.

CUSTOMER EXPERIENCE OBJECTIVES

- Customers know who we are and can contact us
across multiple mediums;

= Customer feedback is easy to give and customers
know we will act on it;

= Customers value the services we offer and can rely
on us to meet their needs; and

=  WEL is considered to be a ‘partner of choice’ within
the community and within the industry.

CUSTOMER EXPERIENCE INITIATIVES

Asset Renewal Programme;

. Using information gathered from FMECA and RCA
outcomes and notifications to initiate improvement
initiatives including installation of automated devices
that provide thorough fault information. This will both
reduce the number of customers affected by an outage
and also allow remote fault diagnosis and restoration of
some of the customers within a shorter time frame.

= Inclusion of technology and diagnostic testing in
maintenance plans and work processes for early
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detection of pending failures e.g. UAV flights for difficult
access line surveys, hotspot detection and ultrasonic/
acoustic detection on overhead line insulators.

Investment in network capacity and security. The
investment will address localised areas of forecast
growth. This is described further in Chapter 6;

Monitoring Technology. We will actively monitor
and assess new technology to maximise the
opportunities available from emerging technologies
like PV and EV.

We will continue to leverage the use of data from our
Smart Meters in support of our investment decision
making processes; and improve customer service
by proactively identify and correcting poor power
quality and unsafe situations. The use of smart meter
data analytics is further discussed in Chapter 10.
One example of customer improvement using smart
meter data is the reduction of fault call outs.

We are able to connect to a smart meter and obtain
an instantaneous reading of voltage and current and
therefore respond to a customer in real time when
they raise an issue as outlined Figure 5.3.2.1 below.

NUMBER OF CALLOUTS ATTENDED DUE TO FAULT WITHIN CUSTOMER INSTALLATION

Fault Count
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29 31 57 29 32
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Figure 5.3.2.1 Number of faults attended by WEL staff, which was caused by faults within the customer’s installation

Customer Service Initiatives

Our customer service initiatives include:

Engaging an external consultant to develop a
strategic plan and roadmap to achieve Best in
Service. This initiative is focussed on Customer
Initiated Work.

Continuous improvement in our internal processes,
so that customer interactions and broader
relationship management are centrally supported
and co-ordinated;

Measure and benchmark delivery times for services
and set key targets for improvement;

Ensure that customer needs are understood and
fully integrated into our asset management decision

making processes. This includes proactive stakeholder
engagement in the development of the AMP;

Develop and implement a customer relationship
improvement plan. Ensure that key stakeholders,
and their business needs are central to this plan;

Reinforce our vision and values with our staff,
particularly the ‘Best in Service’ objective by
providing additional training; and

Review our customer feedback process to ensure
that the customers’ concerns and opinions are
clearly identified.

Best in Service Best in Safety



5.3.3. CUSTOMER EXPERIENCE MEASURES AND TARGETS

Similar to our initiatives above, our customer experience a power interruption per year. For example a SAIFI
measures have been categorised into network of two indicates that the average customer on the
performance and customer service. network has two interruptions in a year.
Network Performance Measures Repeated Interruptions - Is a measure of the

. number of actual interruptions experienced by each
Our network performance measures include those P P ¥

prescribed by the Commerce Commission customer. Our targets measure the percentage of

urban customers that experience two or less outages
The measures are:

SAIDI (weighted) — System Average Interruption in each year and the percentage of rural customers

Duration Index (weighted). SAIDI (un-weighted) is the that experience four or less outages per year.

o A For example 90% means 90% of our customers in
most frequently used reliability indicator. It signifies

. . . the relevant segment didn’t exceed the targeted
the average interruption duration for an average

. . number of interruptions.
customer, over the course of a year. It is measured in

units of time, usually minutes. For example, a SAIDI Our targets for network performance are based on

of 60 minutes indicates that on average a consumer our historical performance adjusted for the planned

on the network experienced 60 minutes without improvements in our rural network, primarily from our

power in that year. In addition, the targets shown renewal and maintenance programmes.

below reflect the Commerce Commission’s revised

approach on planned outages to have a weight of The impact of the preference to change Live Line work

50%. This means only half of the duration of planned to de-energised work coupled with an increase in the

outages are included in the measure. maintenance requirements on our Ring Main Units (RMU),
prompted WEL to review and modify WEL’s network

SAIFI (weighted) — System Average Interruption reliability performance targets set out in our Asset

Frequency Index (weighted). SAIFI measures the Management Plan (AMP). This has resulted in an increase

number of times on average a customer will have in the Planned SAIDI targets.

Table 5.3.3.1 sets out the targets for each measure over the AMP period.

84.6 84.2 84.0 84.0 84.0 84.0 84.0 84.0 84.0

Total SAIDI
. 84.9
(weighted)
Total SAIFI
) 1.49 1.48 1.48 1.47 1.47 1.47 1.47 1.47 1.47 1.47
(weighted)

Urban Repeat Interruptions

] 90% 90% 90% 90% 90% 90% 90% 90% 90% 90%
(target is 2 or less)

Rural Repeat Interruptions

: 77% 79% 80% 80% 80% 80% 80% 80% 80% 80%
(target is 4 or less)

Table 5.3.3.1 Network Customer Experience Performance Targets 2018 — 2027

In addition to these measures we are committed to and within six hours of an outage to our rural
restoring supply as soon as possible following an customers. The maximum times for restoration are
interruption. Accordingly we undertake to restore power detailed below in Table 5.3.3.3 and, apply for the
to our urban customers within three hours of an outage duration of the AMP period.
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Maximum time to restore power 3 hours 6 hours

Table 5.3.3.3 Restoration Promise

Customer Service Measures

Our customer service performance measures are: provide a quote for upgrades and new connections

Customer Satisfaction — we regularly survey a to our network. During the AMP period we are
sample of customers to gauge their performance
expectations, the price they’re prepared to pay, and

their satisfaction with our service. During the AMP

targeting an improvement in our quoting times from
10 to 5 working days; and

. . . . Complaint Response Time — the average number
period we are targeting an improvement in customer

satisfaction from 85% to 90%: of work days to provide a resolution to any complaint
(o] 0,

we receive. During the AMP period we will seek to
Standard New Connection Quote Time — measures maintain our resolution period of ten working days.

the average number of working days it takes us to

Table 5.3.3.4 shows the targets for each measure over the AMP period.

Customer Satisfaction 85% 86% 86% 87% 87% 88% 88% 89% 90% 90%
Standard Connection
. 5 5 5 5 5 5 5 5 5 5
Quote Time (workdays)
Non-standard Connection
30 25 23 22 21 20 20 20 20 20

Quote Time (workdays)

Complaint Response

. <10 <10 <10 <10 <10 <10 <10 <10 <10 <10
Time (workdays)

Table 5.3.3.4 Customer Experience Performance Targets 2018 — 2027

Customer Experience

Traditionally our measures of customer experience have
focused primarily on network performance. Accordingly,
the majority of the historical performance data we have is
associated with the length and frequency of interruptions
to customers’ power supply. Our 10 year historical
performance is shown on a weighted basis, reflecting the

Commerce Commission’s revised measurement approach.
The presentation on a weighted basis makes the historical
performance directly comparable to the targets shown in
Table 5.3.2 as only 50% of outages that were planned are
included in the SAIDI and SAIFI outcomes.

79 83 70 74 65 68 80 93 84 83

SAIDI (weighted)

SAIFI (weighted) 1.4 1.63 1.12 1.19 1 1.36 1.27 1.45 1.19 1.33

Table 5.3.3.5 Network Customer Experience Historical Performance 2008 and 2017

Our network performance over the last two years is presented below in greater detail and also on a weighted basis
where indicated.
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Network Performance

FORECAST TO DATE

2017
(AT AUG 2017)
Customer Experience . .
o Target Actual Variance % Target Forecast | Variance %
Measures
Urban SAIDI
' a.n 42 49 -15% 50 52 -5%
(weighted)
Rural SAIDI
) 226 244 -8% 236 217 8%
(weighted)
Total SAIDI
) 79 83 -5% 85 83 2%
(weighted)
Urban SAIFI
) 0.59 0.88 -48% 0.78 0.85 -8%
(weighted)
Rural SAIFI
) 4.74 3.53 26% 4.68 3.60 23%
(weighted)
Total SAIFI
) 1.41 1.33 6% 1.49 1.29 13%
(weighted)
Urban Repeat Interruptions
- i 90% 88% -2% 90% 89% 1%
(target is 2 or less)
Rural Repeat Interruptions
75% 73% -3% 77% 81% 5%

(target is 4 or less)

Table 5.3.3.6 Network Customer Experience Performance 2017 and 2018

Except for rural SAIFI, our performance targets were not Summary of Condition Related failure SAIDI:
met. The failure modes contributing to the total SAIDI are = Significant improvement in CR faults and defective
categorised as Condition Related (CR) and Non Condition equipment related failure as shown in Figure 5.3.3.1.

Related (NCR). Our analysis shows the contribution of CR
is 23% and NCR is 77%.

= Fewer events in specific asset classes of air
break switches, RMUs and insulators contributed
significantly to improved SAIDI for 2017.

HISTORICAL SAIDI DUE TO EQUIPMENT FAILURES

mmm Equipment Failure = Average Equipment Failure

45
40

35

30

25

SAIDI

20

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
Financial Year

Figure 5.3.3.1 Historical SAIDI due to Equipment failure
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Summary of Non-Condition Related failure SAIDI: Worst Performing Feeders

*  NCR faults have had a major contribution to We monitor the performance of individual lines and
total SAIDI. cables supplying customers. Reporting on our worst

. Pole and overhead line faults contributed performing feeders helps identify and develop appropriate
significantly to NCR faults. action plans to improve the inferior service received by

. ‘Car v pole’ contributed 97% of the total pole affected customers and to address broader issues with

related NCR faults. these feeders.

] External interference (wind-blown debris, high Our 10 worst performing feeders (based on SAIDI) during
wind line break and line clashes) contributed to the financial year 2016 and 2017 along with the most
line related NCR faults. recent 5 months’ performance of financial year 2018 is

shown in Table 5.3.3.7 below.

2018* (YTD
Feeders Area Supplied 2017*
2 as at 30/08/17)
1 TEUCBI1 Te Mata/Raglan 5.59 4.51 0.079
2 WEACB6 Rotowaro 4.53 2.84 0.52
3 WEACB2 Huntly 3.13 1.71 0.34
4 WEACB3 Te Ohaki 2.72 2.71 0.014
5 WALCB6 Ngahinapouri 2.61 0.09 0.30
Horotiu,
6 HORCB6 Oroti, - 2.30 2.49 0.003
Ngaruawahia
St. Andrews/
7 ANCB2 2.17 0.45 0.66
SANC Sandwich Rd
8 HAMCB2822 Hamilton East 2.16 0.17 0.78
FINCB3 Kopuku 2.01 0.74 0.094
10 SILCB4 Matangi 2.00 1.53 0.0
Table 5.3.3.7 Top 10 Worst Performing Feeders * — financial years

An explanation of the performance for each feeder is summarised below together with ongoing initiatives to improve service.

STRATEGY

Performance of the feeder was mainly affected by external events such as “bird line clashes”
TEUCBH1 and “line clashed due to high wind“. Network switch replacements and poor condition conductor
replacement have been undertaken in recent years to minimise outages.

Non condition related (NCR) faults such as "car vs pole" events and “wind debris on lines" have
WEACB6 affected the performance of this feeder. Proactive replacements of sectionalisers and HV fuses
have been initiated in recent years to minimize the impact following an unplanned outage.

The performance of this feeder has been mainly impacted by wind debris on line, “car vs pole” and
WEACB2 16mm? conductor failures. Conductor issues have been addressed in our reconductoring (in 2016)
program and improved performance compared to previous years has been realised.

Tree debris blown onto the lines and "car vs pole" events have affected the performance of this
WEACB3 feeder. A number of network switches and RMUs have been installed to minimise the impacts
following an outages.

Performance of the feeder has been affected mainly due to external events such as “Car vs pole”
WALCB6 and “High vehicle contact with line “. A number of network switches and RMUs have been installed
to minimise outages impacts.
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External influences such as "car vs pole" events and "tree felled into line" have caused this feeder’s
HORCB6 poor performance. A number of RMU and network switch replacements have been undertaken in
recent years to minimise outage impacts.

This feeder has been impacted by vegetation falling onto the lines, “Car vs pole”, failed insulators and
SANCB2 16mm? copper conductors. Reconductoring projects have been initiated, including automation projects
and targeted vegetation control which will improve the performance of the feeder in the future.

The performance of this feeder has predominantly been impacted by line clashes, wind debris
HAMCB2822 on line, car v pole and 16mm?2 conductor failures. Conductor issues have been addressed in our
reconductoring (in 2015) program and performance has improved compared to previous year.

This feeder has been impacted by vegetation falling onto the lines, “Car vs pole”, failed insulators and
FINCB3 16mm? copper conductor failure. Reconductoring projects have been initiated, including automation
projects and targeted vegetation control which will improve the performance of the feeder in the future.

he performance of this feeder has predominantly been impacted by line clashes, wind debris on
SILCB4 line, car v pole and 16mm?2 conductor failures. Conductor issues have been addressed in our
reconductoring (in 2015) program and performance has improved compared to previous year.

Table 5.3.3.8 Worst Performing Feeder Strategies

Customer Service

The single customer service related measure where we have historical data is for customer satisfaction.
The results of our performance against our target are shown in Table 5.3.3.9 below.

2016 SURVEY 2017 SURVEY

Customer Satisfaction 85% 99% 14% 85% 99% 14%

Table 5.3.3.9 Network Customer Experience Performance 2016 and 2018

5.4. COST EFFICIENCY

Our overarching cost efficiency objective is to implement to safety, at the least feasible cost to customers.
our Works Plan (see Section 4.3), which has been Our cost efficiency objectives are primarily concerned
optimised for risk and impact, without compromise with the efficiency of our works delivery function.

5.4.1. COST EFFICIENCY OBJECTIVES

Our objectives for cost efficiency are: = We continuously measure and monitor our delivery
= Works delivery is safe, of high quality and on time; performance (safety, quality, time, and cost) and

= Essential core skills and knowledge are developed always seek ways to improve; and

and retained; = We understand that errors can occur and always

= The systems we use enable and support learn to prevent reoccurrences.

efficient delivery; Collectively our objectives reflect the cost position we
= Investment and repairs are prioritised and optimised wish to achieve and provide the right incentives for
capability development and the safe delivery of projects

and maintenance services.

using robust methodology to achieve our operational
targets in a cost effective way;

= Value for money is achieved through appropriate
commercial tension in the delivery model;
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5.4.2. COST EFFICIENCY INITIATIVES

To achieve our cost efficiency objectives there are ] Continuous improvement approaches and
a number of initiatives that we are in the process of performance reporting;

putting in place. = Asset function location hierarchy in SAP was

They include: configured as part of the Maintenance Roadmap

= Updated works delivery model, with relevant project that enables engineers, planners and

delivery KPIs; schedulers to assess and plan works more efficiently

through packaging of work based on geographical

=  Works plan in progress to streamline work locations (i.e. regions, suburbs, etc.); and

throughput for delivery, improve network planning

and programme management: =  Work flow from identification to delivery is

streamlined through the implementation of work

= Vehicle fleet review finalised to optimise fleet size, . .
management process driven from the Maintenance

composition, and ownership model; Roadmap project.

5.4.3. COST EFFICIENCY MEASURES AND TARGETS

The measures we have established for cost The performance is subject to the following
efficiency are: conditions being met:
Cost Per Customer — operating costs that . Full scope of the project delivered;

are allocated to electricity distribution service «  Safety performance is maintained or improved:

(in accordance with Information Disclosure

requirements), divided by the number of connections. ' Design and construction standards are met;

These exclude capex, depreciation, tax subvention »  Timeframes are met; As built information and
payments, revaluation, interest expenses, pass- drawings are captured accurately and in a timely
through, and recoverable costs. manner; and

Capital Expenditure Performance — project delivery ' Project lessons learnt are captured for the

performance for capital works (excluding customer establishment of future project scope inclusive

initiated work, which is variable and reactive in of financials.

nature) will be measured by comparing the delivered The targets are based on achieving the expenditure levels
cost of projects with the budget (which has been forecast. Table 5.4.3 shows the targets for each measure
formulated to deliver the prioritised set of works, over the AMP period.

and appropriately challenged).

Cost Efficiency 2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027

Cost per customer (3$) 279 278 276 274 273 272 271 270 269 268
Capital Expenditure performance % +5% +5% +5% +5% +5% +5% +5% +5% +5% +5%

Table 5.4.3.1 Cost Efficiency Performance Targets 2018 — 2027
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5.4.4. COST EFFICIENCY PERFORMANCE EVALUATION

Our performance measures for cost performance efficiency are shown in Table 5.4.4 below.

2017 FORECAST TO DATE
(AT DECEMBER 2017)

Cost Efficiency Target Actual Variance % Target Forecast | Variance %

Cost per Customer ($ 287 (2%) 279 250 10%
Capital Work Delivery ($M) 16.5 14.6 1% 17.2 15.5 10%

Table 5.4.4.1 Cost Efficiency Performance 2017 and 2018

5.5. ASSET PERFORMANCE

Asset performance is a direct consequence of our asset management decisions and processes. Accordingly, our asset
performance objectives focus on further developing our asset management capability.

5.5.1. ASSET PERFORMANCE OBJECTIVES

Our asset performance objectives are to ensure: = How, when and who we use to deliver our works
= Qur asset management investment decisions are plan are key inputs in our investment decisions
optimised and are based on appropriate trade-offs . Continue to develop new tools and systems for

between capital and operational expenditure, risk data analytics using smart meter data to improve

and reliability; our services to our customers (discussed further in
= Preventive and corrective maintenance decisions are Chapter 7; and
made using quantitative analytical techniques such

as FMECA. These techniques support quantifiable

= Have an effective operational metering team and are

recognised externally as a leading player in the smart

trade-offs between operational expenditure, asset metering environment enabling new revenue streams

condition and refiability; for the benefit of our community.

5.5.2. ASSET PERFORMANCE INITIATIVES

The initiatives we are undertaking in the next year to . Proactive defect repairs through the maintenance
achieve our asset performance objectives include: review process changes
*  Areview of our asset management planning and = Utilize Smart Meter data for operations and planning

decision making processes to ensure the right as described in Chapter 7

capabilities, processes and decision support tools

are identified and then implemented = Assessing opportunities to integrate emerging

technologies e.g. PV and battery to improve the

- A réview of our maintenance approach particularly performance of existing and future network assets.

in the area of using diagnostic tools to enhance
maintenance practices

wel.co.nz
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5.5.3. ASSET PERFORMANCE MEASURES AND TARGETS

In the short term our asset performance measures focus Total Transformer Capacity Utilisation

on network utilisation as our capability measures are — maximum coincident demand divided by total

being developed. transformer capacity.

These initial asset performance measures are: The basis of the targets is maintaining our historical
Load Factor at GXPs — measures the efficiency performance. Table 5.5.1 shows the targets for each
of assets we contract from Transpower at GXPs. measure over the AMP period.

Low values indicate the provision of excess capacity
and cost while higher values can also cause concern
due to not having sufficient capacity available; and

Measure 2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027
Load Factor at GXPs >60% >60% >60% >60% >60% >60% >60% >60% >60% >60%
Total Transformer Utilisation >35% >35% >35% >35% >35% >35% >35% >35% >35% >35%

Table 5.5.3 Asset Performance Targets 2018 — 2027

5.5.4. ASSET PERFORMANCE EVALUATION

Our asset performance for 2017 and forecast for 2018 is shown below.

2017 FORECAST TO DATE
(AT DEC 2017)

Asset Performance
_ Target Actual Variance % Target Forecast | Variance %
Measures

GXP Load Factor (%) 60% 54% (6%) 60% 56% (4%)
Transformer Utilisation (%) 35% 30% (5%) 35% 30% (4%)

Table 5.5.4 Asset Performance 2017 and 2018

Our load factor performance has remained below target in both years, without any additional capacity being added at
GXPs. Our transformer utilisation is forecast to increase in 2018 primarily due to higher peak demand.

Best in Service Best in Safety






@ NETWORK DEVELOPMENT

This chapter sets out our approach to network development and describes the plans

we have in place for the AMP period.

6.1 OVERVIEW

Our plans have been reviewed and aligned with
the requirements of our customers and the overall
performance objectives described in Chapter 5.
This approach leads to targeted investment based
on needs in each area of the network.

The two fundamental performance needs addressed
by our network development investments are:

6.1.1 OURAPPROACH

Chapter 3 describes our process and approach to all
investment projects, including network development
and non-network investment. In summary, our approach
consists of two stages.

Need identification: An investment need or primary driver
for an investment is identified. The needs considered

fall under the categories: safety, reliability performance,
asset condition and health, growth and security, customer
requests, technology change, or legal, regulatory and
environmental requirements. Network development projects
can fall under all the need categories with the exception

of asset condition and health, which is covered by asset
replacement and renewals as discussed in Chapter 8;

Options analysis: Following need identification, potential
options that meet the need are formulated and considered.
The number of options will vary depending on the type and
complexity of need(s). Non-network options and demand
management solutions are considered as a potential option
and undertaken if practical and cost effective.

The investment option selected is the one that ensures
safety, and best meets identified need(s) for the lowest
whole of life cost. There are occasions where a specific
externality will result in a decision to adopt an alternative
investment path e.g. regulation. All investments are
subject to the governance framework and processes
described in Chapter 4.

Best in Service Best in Safety

] Capacity constraints forecasted to arise due to peak
demand growth in specific areas within the network; and

= Security issues arising from reduced back-up
capacity due to growth in peak demand.

The projects identified in this chapter are our view of
what is appropriate. It is possible that as the operating
environment changes the investments forecast for the mid
to latter part of the AMP period may need to be refined.

Key Planning Assumptions and Inputs

The key assumptions informing our network

development planning are:

= Future peak demand growth base customer initiated
works and forecast in Section 6.2 below;

=  The large embedded generation plants operated at
Te Uku and Te Rapa will not be available to meet
demand following a major power outage; and

=  The network is well designed and can be operated
to prevent overloads.

There are many inputs utilised in the planning

process, the key inputs are:

= The reliability performance sought by our customers
and stakeholders as detailed in Chapter 1 and the
corresponding performance objectives discussed in
Chapter 5;

= Specific individual customer and
stakeholder requirements;

=  The inputs required to forecast electricity
consumption and demand, as set out in
Section 6.1.3;

Voltage requirements and other regulated
limits; and

. Equipment ratings based on the manufacturer
nameplate ratings as detailed in Section 6.1.2.
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Security criteria

Security criteria set the minimum required level of network failure of an asset. Our security criteria are specified to
redundancy. The degree of redundancy determines the achieve our performance objectives and the reliability
ability of the network to maintain supply following the performance sought by our customers and stakeholders.

The security criteria used by us are set out Table 6.1.2 below.

Range of Post
9 Customer Security Time to Restore after | Time to Restore after

Contingent Demand

Impact Level 1st interruption 2nd interruption
(PCD) MVA P P P
10 to ?5 MVA CBD z<?ne 22000 N-1 Maintain 100% of PCD' Majority restored W|tt.1|n.two
and switching substations hours, 100% in repair time
10 to 25 MVA -
Small GXP or large >5000 N-1 Maintain 100% of PCD Within three hours Restore

urban zone substations 90%, repair time 100%

Within 15 minutes restore

5to 10 MVA MedIL.lm 22000 N 75%. within three hours 90%, Within three. h(?urs restore
urban zone substations L 90%, repair time 100%
repair time 100%
2.5to 5 MVA Within one hour restore 75%,
Rural zone subs and urban >1000 N within three hours 90%, repair  Restore 100% in repair time
interconnected feeders time 100%
1to0 2.5 MVA Within one hour restore 50%,
Urban & rural >300 N within three hours 75%, repair ~ Restore 100% in repair time
interconnected feeders time 100%
Under 1 MVA
Rural feeder, urban spur, <300 N Restore 100% in repair time Restore 100% in repair time

distribution transformers

Table 6.1.2 WEL'’s Planning Security Criteria

6.1.2 PLANNING RISK MITIGATION AND NETWORK
ENERGY EFFICIENT OPERATION STRATEGIES

Planning Risk Mitigation WEL Networks puts considerable effort into ensuring
All equipment, with the exception of power and our loading forecasts are accurate and up to date. The
distribution transformers?, is factored into our planning process used is detailed in section 6.2. It is rare for the
based on the capacity rating stated on the nameplate. load to increase at a rate which exceeds equipment

normal operation conditions.
The ability to overload transformers for short durations

helps to mitigate the residual planning risk, particularly Many sections of WEL's network have the ability to be
when the load increases faster than expected. The offloaded to neighbouring zone substations and feeders.
overloading of the transformers is in line with the While the prime reason for this is to provide alternate
international standards that the transformers were supply in a fault scenario, it can also be used to mitigate
designed to. If applied within the guidelines of the planning risk by providing capacity in the short to medium
standards it will accelerate the aging of the transformer term planning periods. If the neighbouring zone substation
but does not greatly increase the risk of failure. or feeder is lightly loaded it will be used as a solution to

reduce capital investment.

"Post Contingent Demand (PCD) is the peak demand after demand reduction through contracted load control services.

2The transformer emergency capacity rating is used for planning purposes. All new power transformers are designed with an
emergency overload rating of 130%. Older power transformers without an emergency overload rating stated on the nameplate are
assumed to have an emergency overload of 120%. Distribution transformers have an emergency overload rating of 150%

Best in Service Best in Safety



Network Energy Efficient Operation

WEL applies a number of strategies around network

energy efficient operation, these include:

. Load management — A few of the transformers on the
network operate in overload at times of peak demand.
The use of load control will reduce any overload and
therefore improve the efficiency of the transformer.
This also reduces the loading on the conductors and
further improves the efficiency of the network.

6.1.3
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=  Smart meters — we are utilising the benefits of
smart meter for our planning purposes such as
proactive power quality and abnormal condition
detection, load profiling, identification of distributed
generation and revenue assurance. The benefits are
described in Chapter 7 for Non-Network Solutions
and Support Systems.

INFLUENCE OF EMERGING TECHNOLOGY,

DEMAND MANAGEMENT INITIATIVES AND
RESIDENTIAL LOAD PATTERNS

Emerging Technology

Solar generation, electric vehicle and battery storage
systems are the main examples of emerging technologies
with the potential to impact on the design and operation
of our network. At this stage, they do not influence our
network planning or investment. Chapter 7 describes our
plans for these technologies.

Demand Initiatives
We assume that the current level of load control will continue
through the AMP period. We would expect that the impact

6.1.4 PEAK DEMAND FORECAST

Our network delivered 1,219 GWh of electricity as at the
end of 2017 financial year with coincident peak demand
of 273MW. This peak demand is the principal driver of
our network development investment. Our forecast of
peak demand is a fundamental input and determines the
expected timing for growth related investment across the
network during the AMP period.

Forecasting future peak demand is inherently challenging
and somewhat subjective. For example, we are currently
observing a reduction in the average amount of electricity
being delivered to our domestic customers, flat peak
demand across the network and increasing amounts of
PV being installed.

Our approach to developing demand forecasts is
discussed in this section, including our assumptions
and the level of uncertainty involved.

of demand initiatives is likely to increase over the AMP
period, however this is difficult to quantify at this time.

Residential load patterns

The residential load patterns have significantly changed over
the last three years because of appliance efficiency and
number, lighting technology (LED lights), adoption of heat
pump technology, shift of hot water heating to gas and use
of electrical technology. With the use of smart meters we
can achieve load profiling in the distribution transformers.

Forecasting Methodology

Our forecasting methodology involves a number
of components. Each component is assessed and
combined to produce our best estimate of peak
demands during the AMP period.

Establishing Base Demand

The most recent peaks were measured at zone
substations, GXPs and in total across our network.

The peaks between zone substations and their
respective GXP are generally not coincident, meaning
they generally don’t occur at the same time, due to
diversification in customer use. Similarly, there is diversity
in peak demand between GXPs and the total network
peak demand. One-off events not likely to repeat are
eliminated from these actual peaks. This establishes a
baseline demand level for our forecasts.

wel.co.nz



Drivers of Peak Demand

The second component of the methodology assesses

the drivers of peak demand growth during the

forecast AMP period. The drivers are set out below:

= Hamilton City Residential — residential growth is
expected based on the structured development
plan by Hamilton City Council. The Rototuna
structured plan is supplied from Borman substation.
The northern part of the Ruakura structured plan
is supplied from Chartwell substation. Rotokauri
structured plan will be supplied from Tasman and
Avalon substation. Peacockes structured plan will
be supplied from Peacockes substation.

= Waikato District Residential & Agricultural
— growth in these areas is expected to be modest
and we have assumed a continuation of the historical
trend. Te Kauwhata substation demand is adjusted
as a result of the Te Kauwhata Structured Plan.

. Industrial and Commercial — our growth forecast is
based on applications received and our discussions
with developers. Expected growth is also based
on the Hamilton City Council structured plan which
indicates Horotiu, Pukete, Rotokauri and Ruakura
as industrial areas. The CBD will also see growth in
commercial establishments.

6.2

This financial year, WEL produced over 1,100 quotes
for potential new load on our network, a 30% increase
to the previous year. New subdivisions, commercial

CONSUMER CONNECTION

= Distributed Generation — no adjustment has been
made for small scale distributed generation due
to its limited ability to impact peak demand.
This assumption will be reviewed in future forecasts
as our understanding improves and distributed
generation installations become more prevalent.
We have installed a 75 kW solar array on the WEL
services building at Maui Street to help improve our
understanding of this technology.

= Load Control — is assumed at current levels
throughout the planning period;

. Temperature impacts — temperature can impact
peak demand. Colder winters can increase demand
by as much as 10% compared to average winters.
This variation is allowed for in our contingency planning;

Forecasting Uncertainty

All forecasts involve a degree of uncertainty particularly
over longer periods. As a result our demand forecast is
expected to be less accurate in the later years of the AMP
period. The uncertainty will be greater where there are
changing circumstances or the potential for new activities.

Our development plans and corresponding investments
may be amended in subsequent revisions of our AMP
reflecting the emerging needs of our customers and
stakeholders and changing circumstances on our network.

establishments and industrial factories are being
developed in the Hamilton City Council’s structured
plans described in the peak demand drivers.

The following table summarises the projects, options considered and projected expenditure.

Project / Programme Investment Need Estimated cost
) 9 (in Nominal Price $000)

New Connections and upgrades

Investment Needed: Accommodate connection

119,935

request and augment network where required

Table 6.2.1 Consumer Connection development projects

Best in Service Best in Safety



Consumer Connection Schedule

Customer Connection
2021 2027
(000 in Nominal Price) MM.MMMMM.M

Residential Customers 12,237 10,733 10,155 9,086 9,298 9,507 9,721 9,940 10,163 10,392
Business Customers 752 663 643 587 594 607 621 635 649 664

Large Customers-Low Voltage 400V 1,472 1,098 1,122 1,148 1,174 1,200 1,227 1,255 1,283 1,312
TOTAL 14,462 12,494 11,920 10,822 11,065 11,314 11,569 11,829 12,095 12,367

Table 6.2.2 Consumer Connection projected capital expenditure

6.3 SYSTEM GROWTH

We expect system peak demand to modestly increase over the AMP period. Table 6.3.1 shows the individual GXP
capacity, forecast, and the demand forecast for the AMP period.

Installed Firm
GXP capacity | Capacity
44 29

Hamilton 11kV 80 30 30 31 31 31 31
Hamilton 33kV 220 132 135 138 139 139 140 140 140
Huntly 33kV 120 82 26 27 28 28 28 28 28 28 29 29
Te Kowhai 33kV 230 136 103 106 108 110 112 113 114 114 114 115
System Peak 273 281 285 288 290 292 293 293 294 294
Table 6.3.1 GXP demand forecast to 2028
= Our system peak demand forecast shows a need to ] One of the two transformers at Hamilton (T5) is
augment the supply capacity at the Hamilton GXP. smaller than the other and due to be upgraded.
To address the capacity issue at the Hamilton 33kV Transpower’s life cycle replacement of T5 will add
GXP the following measures have been undertaken additional firm capacity of 9MVA.

or will be investigated and implemented: =  The system growth is described in the network

. Improved load management. Investigations indicate which the GXP supplies. This is outlined further
that reductions in the peak demand can be achieved in the following sections.
by improving the reinstatement of our load control;

6.3.1 HAMILTON NETWORK DEVELOPMENT PLAN

Hamilton network is supplied by Hamilton 33kV and This network supplies the council’s structured plan
Hamilton 11kV. However, they are separated by a phase in Rototuna, Ruakura and Peacockes as well as
shift of 30° or 90° depending on the adjacent Hamilton CBD developments.

33kV zone substations and the Hamilton 11kV. This
means that we cannot easily and automatically connect
Hamilton 11kV network to the Hamilton 33kV network.

There are a number of residential subdivision
developments in the Rototuna, Borman area and
in the northern part of the Ruakura structured plan.

wel.co.nz
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Customer distribution as at end of Financial Year 2017

Customer Group Number of Electricity
Active ICP Delivered (GWh)
Domestic 50006 321
General 5359 99
Small Scale Distributed Generation 383 4
Streetlight and Unmetered 160 6
Large Commercial 392 263

LEGEND

" Hamilton GXP

Zone Substation

mmmm Hamilton Network Avalon Dr--eeeees :
L] i

33kV Subtransmission

Bryce St

Wallace Rd-
Cobham

Figure 6.3.1 Hamilton Network

Te Kowhai
Network

Hamilton
Network
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Hamilton Network zone substations demand forecast

L o o o e o
Substation Capacity

Avalon Dr N-1 23.8 17.3 179 182 185 187 189 192 194 196 199
Borman N-1 20.62 157 168 180 19.2 199 207 208 209 210 211
Bryce St N-1 22.9 144 145 145 146 146 147 147 147 148 148
Chartwell N-1 25.9 162 165 167 169 173 175 178 180 182 184
Claudelands N-1 22.9 201 207 208 209 211 212 213 214 215 217
Cobham N-1 25.9 122 125 125 126 126 126 126 127 127 127
Hoeka Rd N 25.9 78 80 81 82 83 84 86 87 88 89
Latham Court N-1 22.9 172 172 173 173 174 174 174 175 175 175
Peacockes Rd N-1 25.9 147 179 182 185 189 19.2 199 206 212 219
Wallace Rd? N-1 15.4 128 129 130 130 131 131 132 132 133 133

'Based on emergency thermal chain rating

2Limited by 33kV Overhead Line rating

The following table summarises the Hamilton network system growth projected investment:

Estimated cost

Investment Need Options Considered (in Nominal

Project / Programme

Price $000)

Asset Specific Pricing Customer Expected demand of the New reticulation, 4,528
Driven Jobs Ruakura Inland Port Inland port New zone substation,
Do nothing
Chartwell Third Transformer Load growth in the Install third transformer, 5,956
and Bus extension northern part of Ruakura New zone substation,
structured plan Transfer load,
Do nothing
Crosby Switching Station Increase capacity to cater New switching station, 3,741
for future demands New zone substation to
cater for future demands,
Do nothing
Distribution Network Reinforce Feeders identified Upgrade feeder, 5,675
— Ongoing with loading and/or Install new 11kV cables,
security issue Install automated switch
Installation of LV Transformer Lack of monitoring devices. Install new monitoring 17
load monitoring Old devices have faulted devices
Smart Meters Smart meters provide the Continue with Smart 3,870
opportunity to provide meter roll out,
information on the Do nothing
network that can identify
power quality issues
Upgrade AVACB4 AVACB4 have exceeded Transfer some customers 608
customer number to AVACB1, Upgrade
standard (1,200) feeder to increase
which resulted in high capacity and install
SAIDI impact automated switch,
Do nothing
Upgrade CBD Distribution Feeder weak sections Replace weak sections, 580

Ring Feeders

limits feeder capacity
and ability to supply
under contingency

Table 6.3.1.1 Hamilton network system growth projects

Install new feeder, Do
nothing
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Hamilton Network Development Schedule

Hamilton Network

Development
(in Nominal Price $000)

Asset Specific Pricing Customer
Driven Jobs Ruakura Inland Port
CHA third Transformer

and bus extension

535

Crosby Switching station

Distribution Network Reinforce 524 523 535

Installation of LV transformer load

17
monitoring devices

Smart Meter 349 357 365

Upgrade AVACBA4 to provide security
Upgrade CBD Distribution

Ring Feeders

TOTAL 890

880 1,434

2,186 1,677 131
239 2,648 3,068
1,186 1,263 1,291
547 559 571 584 597 611 625
374 382 391 399 408 418 427
608
580
3,106 3,805 1,093 2,170 2,508 4,968 4,120

Table 6.3.1.2 Hamilton network system growth projected capital expenditure

6.3.2

Te Kowhai network is supplied by Te Kowhai GXP. There
are two large embedded generators in this network

the 50MW Te Rapa cogeneration and 64MW Te Uku
Windfarm and one small generation unit at Hamilton City
Council’s Waste Water Plant 1MW cogeneration. The
33KV subtransmission is a mesh network where all 33kV
subtransmission are interconnected and ringed with the
Te Kowhai GXP.

Customer distribution as at end of Financial Year 2017

Customer Group

TE KOWHAI NETWORK DEVELOPMENT PLAN

This network supplies the structured plan of
Rotokauri, Rototuna and Industrial development in
Horotiu and Pukete.

The network has a lot of developments particularly on
residential subdivisions in Rotokauri area and industrial
developments in Horotiu area.

Domestic
General
Small Scale Distributed Generation
Streetlights and Unmetered
Large Commercial

Best in Service Best in Safety

Number of Electricity
Active ICP Delivered (GWh)
17895 122
4516 83
207 2
65 1
307 184
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TE KOWHAI NETWORK
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Figure 6.3.2 Te Kowhai Network

Te Kowhai Network zone substation Demand Forecast

. Firm
Substation | SeCUrity | capacity!

Zone

Gordonton N 10 6.5 6.5 6.8 6.9

Horotiu N-1 18 9 10.7 12.3 13 13.1 15.9 16 16 16.1 16.2
Kent St N-1 22.9 16.7 16.7 16.8 16.8 16.8 16.8 16.8 16.8 16.8 16.8
Ngaruawahia N-1 9 5.7 5.8 5.8 5.9 5.9 6 6 6 6.1 6.1

Pukete — 11kV N-1 12.6 9.6 10.3 10.4 10.4 10.4 10.4 10.4 10.5 10.5 10.5
Pukete —

Anchor N-1 30 17.5 17.5 17.5 17.5 17.5 17.5 17.5 17.5 17.5 17.5
Raglan N 11.4 4.9 5.1 5.3 5.6 5.8 6.1 6.3 6.3 6.4 6.4
Sandwich Rd N-1 28.2 21.5 21.9 22.4 22.4 225 22.6 22.6 22.7 22.8 22.8
Tasman N-1 30 19.4 21.3 23.1 23.8 24.5 25.2 26.3 27.5 28.1 28.7
Te Uku N-1 5 1.9 1.9 2 2 2 21 2.1 2.1 2.2 2.2
Whatawhata N 229 4 4.1 4.1 4.2 4.2 4.3 4.3 4.3 4.4 4.4

'Based on emergency thermal chain rating

wel.co.nz



The following table summarises the Te Kowhai network system growth projected investment:

Estimated cost
(in Nominal
Price $000)

Investment Need

Project / Programme

Options Considered

Gordonton Substation Solution study to Prepare study, 102
upgrade study recommend configuration Do nothing.
and cost options
Gordonton Substation upgrade Substation has only one Upgrade substation 1,846
33kV circuit breaker, to present standards,
with a bypass switch transfer demand,
all on one pole, for two Do nothing.
transformers. Safety
during maintenance,
protection upgrade and
11kV asset replacement.
Offload HORCBS6 by transferring Large number of Transfer some customers 354
to NGACB5 customers on a long rural to NGACBS5,
line, therefore a large Do nothing
number of customers on
a section of line that is
prone to faults
New Horotiu customer Additional load of New Zone substation, 1,464
Site Substation new Horotiu customer Increase capacity,
will cause Horotiu’s Transfer demand,
substation security to be Do nothing.
exceeded.
Tasman 3rd Transformer and Solution study to Prepare study 51
bus extension study recommend configuration Do nothing
and cost options
Tasman 3rd Transformer and Demand growth of New Zone substation, 3,564
bus extension Rotokauri structure Increase capacity,
development Transfer demand,
Do nothing.
TWH GXP Study Solution study to Prepare study Do nothing 153
recommend configuration
and cost options
TWH GXP —TAS 33kV link Improve security of 33kV Install 33kV link from 7,717
mesh due increase demand TWH to HOR and TAS,
growth at Horotiu (HOR) Do nothing.
and Tasman (TAS) area.
Te Uku substation upgrade study Solution study to Prepare study, 51
recommend configuration Do nothing.
and cost options
Te Uku substation upgrade Improve security of Upgrade substation 2,319

33kV supply, protection
upgrade and asset
replacement and safety
improvements

Table 6.3.2.1 Te Kowhai network system growth projects

Best in Service Best in Safety

to present standards,
Transfer demand,
Do nothing.



Te Kowhai Network Development Schedule

Te Kowhai Network
Development
(in Nominal Price $000)

Gordonton Zone Substation Upgrade 535

Gordonton Zone Substation Upgrade
study

Offload HORCB6 to NGACB5

Proposed new Horotiu customer

102

354

724 615

substation

Tasman 3rd Transformer & Bus
extension

946 406

Tasman 3rd Transformer & Bus
extension study

Te Kowhai GXP Study Report
Te Uku Substation upgrade

51
153
Te Uku Substation upgrade study 51

TWH-TAS 33KV cables
TOTAL

4,184
5,854

2,101

358 4,011

H - HHH - H

1,312
126
1,435 777
1,118 1,143 58
1,432
2870 1,118 1,143 1,493 777

Table 6.3.2.2 Te Kowhai network system growth projected capital expenditure

We are proposing a new substation for one of our
customers which indicated a load increase by 2023. The
total aggregated load would take up most of the Horotiu
substation capacity, hence the proposed new substation.
This step change accelerates the development of the
two projects below as it affects the security of the

33kV network.

With this step change plus load growth in Tasman, Pukete
and Sandwich areas, the TWH-TAS cabling project is
moved forward to 2020-22 (from 2022-25) as the 33kV
mesh network requires additional security. This project

is in conjunction with the Tasman 33kV bus extension
described below.

The Tasman 3rd Transformer and bus extension project is
now divided into two phase. The first phase is to install the

33KV bus extension in conjunction with the development
of TWH-TAS 33kV cables as one end of these cables will
be terminated to the TAS 33kV bus extension. The second
phase is scheduled by 2024/25 to 2025/28, to install the
3rd transformer and the 11kV bus extension to supply
the estimated growth in Rotokauri and Tasman area. This
financial year, at Tasman substation, we will be installing
additional 11kV cables between the transformers and
the 11kV board. This will increase the firm capacity of the
substation to 30MVA, thereby delaying the need for an
increase capacity of the substation until 2025.

We conducted a review of the drivers and cost for
Gordonton and Te Uku substation upgrade. The review
result is a cost reduction and confirmed scheduled
upgrade. The projects are primarily driven by both security
and asset replacement.
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6.3.3 HUNTLY NETWORK DEVELOPMENT PLAN

Huntly network is supplied by Huntly GXP. WEL amounting to $4.4M. This financial year, Kimihia

has formally disconnected from Bombay GXP this substation which supplies the Solid Energy’s East Mine,
financial year, which previously supplied the three was decommissioned hence increasing the capacity of
northernmost substations. the network by 2MW.

System growth projects for Huntly network were At this stage, we do not have indications of a big step
previously driven by proposed Solid Energy expansions. change in the Huntly network. The network configuration
In the 2016 AMP, due to the insolvency of Solid is more than adequate to supply the requirement

Energy, we reviewed the security of Huntly network including the Te Kauwhata structured plan which will be
and subsequently cancelled system growth projects supplied from Te Kauwhata substation.

Customer distribution as at end of Financial Year 2017

Customer Group Number of Electricity
Active ICP Delivered (GWh)
Domestic 6282 45
General 2287 32
Small Scale Distributed Generation 49
Streetlights and Unmetered 52 2
Large Commercial 76 38

LEGEND

Huntly GXP

Zone Substation
mmm Huntly Network
(]

33kV Subtransmission

Huntly
Network

Te Kowhai
Network

Hamilton
Network

Figure 6.3.3 Huntly Network
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Huntly Network zone substation Demand Forecast

Zone . Firm
N 9 4.0 4.0 4.0 4.0 4.0 4.0 4.1 4.1 4.1 4.1

Finlayson Rd
Glasgow St N 12 8.8 8.8 8.8 8.8 8.9 8.9 8.9 8.9 9.0 9.0
Hampton
N 9.1 1.8 1.8 1.8 1.9 1.9 1.9 1.9 1.9 1.9 1.9
Downs
Te Kauwhata N-1 11.8 5.1 71 7.3 7.5 7.8 8.0 8.3 8.5 8.8 9.0
Weavers N-1 9 8.7 8.8 8.8 8.9 9.0 9.1 9.1 9.2 9.3 9.3

'Based on emergency thermal chain rating

6.3.4 SUMMARY OF SYSTEM GROWTH CAPITAL EXPENDITURE

The 10 year System Growth Investment forecast is shown in Table 6.3.4.1. Work has been undertaken to spread the
required capital over the AMP period.

SYSTEM GROWTH CAPEX In Normal Price
7000

6000

5000

4000

3000

2000

“ [ I
0

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

$000

Figure 6.3.4.1 System Growth CAPEX

6.4 RELIABILITY, SAFETY AND ENVIRONMENT

This section is composed of subsections covering quality of supply, legislative and regulatory, and other reliability,
safety and environment.

wel.co.nz



6.4.1 QUALITY OF SUPPLY

The following table summarises the quality of supply projected investment:

Estimated cost

Project / Programme Investment Need Options Considered (in Nominal
Price $000)
Battery energy storage system Investigate benefits and effect Investigate benefits and 307
investigation of battery storage effect of battery storage
Distribution Transformer and Upgrade distribution Upgrade distribution 13,107
LV Feeder Upgrade for power transformer and LV feeder transformer and LV feeder
quality projects identified by smart meters to identified by smart meters
improve power quality to improve power quality,
do nothing
Network Upgrade Due To Capacity and security issues Upgrade network to 568
Distributed Generation due to distributed generation rectify pre-existing issues
applications connections to the network

Table 6.4.2.1 Quality of Supply projects

Quality of Supply
(in Nominal Price $000)

Battery energy storage
system investigation
Distribution Transformer
and LV Feeder Upgrade for 1259 1202 1229 1257 1285 1314 1344 1374 1405 1437
power quality projects
Network Work Upgrade Due
To DG applications

TOTAL 1618 1255 1283 1312 1341 1371 1402 1434 1466 1499

307

52 52 53 55 56 57 58 60 61 62

Table 6.4.2.2 Quality of supply projected capital expenditure

6.4.2 LEGISLATIVE AND REGULATORY

The following table summarises the legislative and regulatory projected investment:

Estimated cost

Project / Programme Investment Need | Options Considered | . . .
J 9 P (in Nominal Price $000)
AUFLS scheme change Compliance to Comply with 165
new AUFLS regime regulatory requirement,
Do nothing
Seismic strengthening of Safety and compliance Strengthen buildings 790
substations and switching stations to comply

Table 6.4.2.1 Legislative and Regulatory projects

Best in Service Best in Safety



Legislative and Regulatory Project Schedule

21

Legislative and Regulatory

(in Nominal Price $000)

Table 6.4.2.2 Legislative and Regulatory projected capital expenditure

AUFLS scheme change 144
Selsmlt_: str_engthe_nmg of substations 103 366 321
and switching stations

TOTAL 1083 387 465

6.4.3 OTHER RELIABILITY, SAFETY AND ENVIRONMENT

The following table summarises the other reliability, safety and environment projected investment:

Project / Programme

Investment Need

Options Considered

Estimated cost
(in Nominal
Price $000)

Air-conditioning for

A number of substations

Install air conditioning, ventilation,

substations have high hum!dlty and Do nothing 314
temperature issues
Qpportumty B Install new fibre cable or duct when
. . ) . fibre cable or duct when . . .
Discretionary fibre install . . . there is Council and third party road 1515
there is Council and third ;
or footpath works, Do nothing
party road or footpath works
Distribution SCADA, Provide control of LV Provide control of LV network for 897
comms and Control network for DSO DSO, Do nothing
. lnsiiz)) na e 1o el Install new fibre, Install new radio
Fibre routes redundancy and replace ; . . 1456
. } or remain on pilot wires
pilot wires
Garden Switching Station Provide arc flash protection Provide arc flash protection and
) . 467
Protection Upgrade and upgrade comms upgrade comms, Do nothing
Garden Switching Station Safety issues, complex Upgrad‘e existing swltchlng sta'flon,
) Establish a new switching station, 1734
Refurbishment management .
Do Nothing
o . Solution study to
Garden Switching Station .
Refurbishment Study recommen_d best cost Prepare study, Do Nothing 51
options
LV measurement Provndg measuring devices Provide measuring dewges in LV 1751
in LV network network, Do nothing
Mesh critical street lighting Prowdg el to. Provide backup ripple plant, Do
strengthening control given ) 41
control . ; nothing
a failure of the ripple plant
Reliability Projects Minimise SAIDI minutes st w7 (eeleiftor eI, 4260
reconfigure circuit, Do nothing
Site Securlt_y A_ccess and Improve se_cunty of the Improve security, Do nothing 81
Monitoring substation sites
Substation Door Upgrade- Safety improvement for Upgrade substation door, Do 190
Pilot project emergency egress nothing
Provide space on poles .
UFF Provisioning to allow for UFF fibre UEZEEE GEREn D e e il 157
. - . installation, Do nothing
installation where required
Major upgrade of all 11kV feeders
Loss of supply during single in worst performing area in the
Weaver resonant earthing AL S ? < 51

Table 6.4.3.1 Other reliability, safety and environment projects

phase to earth faults

network, Install Ground fault
Neutraliser, Do nothing

wel.co.nz
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Other Reliability, Safety and Environment Project Schedule

Other Reliability,

Safety and Environment 2019 | 2020 | 2021 2023 | 2024 | 2025

(In Nominal Price $000)

Airconditioning for substations 102 105 107

Discretionary fibre install budget 153 157 160 164 168 171 175 119 122 125
Distribution SCADA, comms, and control 171 175 179 183 187
Fibre/Routes 345 518 321 273
Garden Place Switching Station

Protection Upgrade

467

Garden Place Switching Station
Refurbishment

857 876

Garden Place Switching Station
Refurbishment Study

LV measurement 178 182 186 190 194 199 203 208 212
mesh critical street light control 41

Reliability projects (mainly Rural Areas) 139 418 428 437 447 457 467 478 489 500
Site Security Access and Monitoring 81

51

Substation Door Upgrade - Pilot

— 30 52 53 55

UFF Provisioning 157

Weaver Resonant Earthing 51

TOTAL 1150 1427 1251 1115 805 1851 2360 980 1002 1024

Table 6.4.3.2 Other reliability, safety, and environment projected capital expenditure

6.4.4 SUMMARY OF RELIABILITY, SAFETY AND ENVIRONMENT
(RSE) CAPITAL EXPENDITURE FORECAST

RELIABILITY, SAFETY AND ENVIRONMENT CAPEX In Nominal Price

4000
3500
3000
2500
o 2000
o
o
® 1500
mmm Quality of
supply
1000
Legislative &
500 regulatory
Other RSE
0

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Figure 6.4.4.1 Summary of reliability, safety, and environment projected capital expenditure

6.5 ASSET RELOCATION

Relocations

These are predominantly relocations of our assets associated with the continuing development of the Waikato
expressway, other NZTA road works and for works associated with subdivision or land development.

Best in Service Best in Safety
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Undergrounding

In some circumstances and upon request, WEL will community focus. A maximum annual spend inclusive of
convert overhead lines to underground cables and will WEL contribution is $500k, beyond which will be 100%
fund up to 50% of the total project cost where there is a cost to the customer.

The following table summarises the asset relocation projected investment:

Estimated cost

Project / Programme Investment Need Options Considered (in Nominal
Price $000)

Relocations Relocation of assets to support the Relocate assets 12,712
expressway development

Undergrounding Undergrounding of overhead lines Underground overhead lines 5,673

Table 6.5.1 Asset Relocation projects

6.5.1 SUMMARY OF ASSET RELOCATION
AND EXPENDITURE FORECAST

The 10 year capital expenditure forecast is shown in table 6.5.1.1.

Asset Relocation
(In Nominal Price $000)

2019 [ 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027

Undergrounding 522 523 535 547 559 571 584 597 611 625
Transit Hamilton Bypass 544 523 321

Hamilton City Council 511 523 535 547 559 571 584 597 611 625
NZTA 511 523 535 547 559 571 584 597 611 625
TOTAL 2088 2091 1924 1640 1677 1714 1753 1792 1833 1874

Table 6.5.1.1 Asset relocation projected capital expenditure

6.6 SUMMARY OF NETWORK DEVELOPMENT
CAPITAL EXPENDITURE

The 10 year Network Capital Investment forecast is shown in table 6.6.1 Work has been undertaken to spread the
required capital over the AMP period.

NETWORK DEVELOPMENT CAPITAL EXPENDITURE In Nominal Price

Consumer
25,000 connection
. System growth
20,000 . - - - mmm Asset relocations
- - - - mmm Quality of supply
o 15,000 -
S B | egislative &
P2 regulatory
10,000 Other reliability,
safety &
environment
5,000

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
Figure 6.6.1 Network Development CAPEX
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7] NON-NETWORK SOLUTIONS
AND SUPPORT SYSTEMS

This chapter sets out our approach to non-network solutions and support systems.
The chapter provides an overview of the plans we have in place for emerging
technologies such as solar generation and battery storage systems. The chapter
also outlines the benefits we have gained from installing our own smart meters.

7.1. NON-NETWORK SOLUTIONS

WEL Networks is investigating and testing solar NZ government initiative in promoting the use of electric

generation and battery storage to have a robust vehicles. WEL is continuing to develop new systems for

understanding of their capabilities, impacts and smart meter analytics as well as providing these services
influence on the network. Further, WEL have installed to other companies.

five electric vehicle (EV) charging stations to support the

7.1.1. SOLAR GENERATION INVESTIGATION

Currently, WEL has 534 customers with mounted 2.7MW. The graph illustrates the estimated growth of
photovoltaic panels having an installed capacity of solar connections and capacity WEL can expect based on
approximately 1.6MW. It is forecast that over the next 4 current growth rates.

years there will be additional connections totalling a further

ESTIMATED GROWTH OF SOLAR CONNECTIONS AND CAPACITY

mmm New W Total = Cum KW
2500 5000
2000 4000
[
E 1500 3000
=
.2 4
o
1000 2000
500 1000
0 0
2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Financial Year
WEL has taken a proactive approach to study the impact the WEL depot building as a test site. It is expected that
of an aggregated group of smaller single installations or a the outputs from the investigation would provide WEL a
substantial size solar generation installation on the existing better understanding on how to manage and optimise the
network infrastructure. To facilitate the investigation, WEL network in the future.

has assembled 76kW of photovoltaic panels on the roof of

Best in Service Best in Safety



7.1.2. BATTERY INVESTIGATION

Energy storage is the enabling technology to greater
uptake of variable renewable power generation such as
wind and solar. Energy storage has many direct benefits
to the distribution network including deferring traditional
capital investment, providing ancillary services and
providing greater flexibility to renewable generation. WEL
Networks is undertaking investigative projects in battery
energy storage systems at selected locations on the
distribution network. The solar production test facility at
the WEL Depot will be the first location that an energy
storage system is to be installed. This project will provide
WEL Networks with data and information on operating

7.1.3. SMART METER

WEL has installed 58,000 smart meters in its distribution
area since 2011 and is continuing to install smart meters
on new connections. WEL has gained significant expertise
in developing tools and analytics for meter data and
moreover, continues to develop new systems with the aim
of becoming the centre of excellence for smart meter data
analytics in New Zealand.

This expertise is being used to provide services to EDBs with
similar systems. For example a web portal has been created
to provide similar tools and reports to SmartCo members.
WEL plans to continue to strengthen our smart metering
analytics and invest in state of the art analytics tools.

WEL has realised benefits of the tools and data analytics
across the network and these can best be categorised as
near real time operational and planning benefits.

These are discussed further below.

Smart Metering System

The smart metering systems consist of the core
communications and meter management modules supplied
by Silver Spring Networks and other data systems built

by WEL, to manage meter readings and meter device
information in order to meet MEP (Metering Equipment
Provider) process and compliance requirements.

Mesh Communications Network and Advanced
Meter Management

The Silver Spring Network (SSN) head end hosts a
suite of applications that support the WEL smart meter
implementation. The head end itself is hosted in the

an energy storage system with renewable generation and
how the stored energy can be used to provide ancillary
services for the network i.e. peak shaving at a location
where this would be advantageous.

WEL recently powered the lights of the 130m NZ cycleway
bridge across the Waikato river at Horotiu using an offgrid
solution. Utilising battery storage as well as solar and

wind generation was an economic method of supplying
electricity to this important infrastructure. As technology
costs decrease the number of off-grid or battery supported
applications is expected to increase dramatically.

United States and the contractual arrangement is a
“Software as a Service” agreement. The application

is accessed in the WEL office via a web interface.

Data traffic from devices and other application traffic flows
from the WEL office to the head end via an Internet VPN.

The Advanced Meter Management module within the
SSN head end is the main application used for managing
devices (meters, relays, access points) and for setting up
schedules, reports and exports. The number of devices

in various life cycle states can be monitored along with
events and alarms from devices. On demand interrogation
and control of devices at selectable frequencies can be
performed using web services. Smart Box meter readings
and events are obtained at scheduled intervals.

Smart Meter Database and Data Warehouse

WEL is an MEP currently providing metering services to
six retailers. To support this function WEL maintains a
Metering Equipment database containing all metering
equipment details and associated compliance information.
Tablet devices are used to field capture meter installation
activity and update the database automatically.

All smart meter readings and event data are downloaded
from SSN and stored in a Meter Data Warehouse. This
provides meter data feeds to Traders for sites where WEL
is the MEP, updates to the Registry, and also serves as

a data source for reports and analytic tools that use the
data for distribution network purposes. This database is
linked to the previously mentioned Metering Equipment
database and the Network Billing database.

wel.co.nz



SMART METER OPERATIONAL BENEFITS

Proactive Low Voltage Correction

WEL is able to poll and log (voltage, current, power
and power factor) data from the meters remotely at
a customer’s premises. Therefore, for Low Voltage
Complaints (LVC) and other issues which require
investigations, this can now be done from the office,
without having to install data loggers at the site.

Control Room Operations

The control room has the ability to monitor meter voltages
in real time.

This results in:

= Improved fault detection and management: By using
smart meter voltage data it is possible to confirm if
and where a single HV fuse is suspected of having
blown. When power is restored by a fuse or switch
being closed it is possible for the operator to check
voltages and confirm power is back and at normal
levels on all phases. It is no longer necessary
to direct a faultman to climb a pole or open a
transformer cabinet to measure voltages and
confirm power has been restored.

] Improved Network Flexibility: Having the ability to
obtain an instantaneous measurement of voltage has
improved the flexibility of our network. This can be used
to increase the proportion of the network that is back-
fed during both planned and unplanned outages.

] Reduction in Response Time: When power is lost
to a smart meter it sends out a communication to
inform WEL that power has been lost, this is referred
to as “last gasp”. This signal is fed into our NMS
(Network Management System) and simulated as a
customer call creating a ‘no power’ incident. This
provides the operator with immediate notification of
an outage. This can then be actioned and fault staff
dispatched directly to the correct fault site, prior to
any fault notifications being received from the public.

Reduction in Fault Call Outs

We are able to connect to a smart meter and obtain
instantaneous measurement data. Customer Service
Representatives use this when we receive a call of part
or no power from a customer to determine if the fault is

Best in Service Best in Safety

on the network side of the meter or within the customer’s
installation. This has significantly reduced the number of
faults that our staff need to attend.

Streetlight Control

The failure of a ripple injection plant on a GXP results in

a loss of control of automatic streetlight control. Smart
meters have been installed on all streetlight control points
and mesh commands used to switch the control contacts
were sent through the smart meter communications
mesh. This successfully allowed centralised control of
the streetlights while repairs to the ripple plant were
undertaken. Use of smart meters also provides the ability
to remotely confirm the state of a device’s switch in real
time and also measure the ripple plant signal strength at
that device.

Smart Meter Network Planning Benefits

Smart meters allow WEL to identify faults and issues with
the network, determine the cause of the fault, categorise
the expenditure type and prioritise the work. The main
advantage of this is improved service to our customers
and better determination of spending priorities.

=  Proactive Power Quality and Abnormal Condition
Detection: The voltage excursion events generated
by meters are stored in a data warehouse.
These events are analysed and reported on in
various ways with the intention of identifying various
conditions such as overloaded transformers,
overloaded or undersized conductors, incorrectly
tapped transformers, loose connections, loose or
broken neutrals. A significant number of unsafe
conditions have been detected and repaired as a
result of this analysis.

] Load profiling: The meter load profile information
can be aggregated to distribution transformer level
and by supplementing this with feeder and GXP
profiles, a good approximation can be derived of the
distribution transformer load profile. This can indicate
overloaded transformers and an assessment can be
made of the severity of that overloading (in terms
of quantity, timing and duration) and appropriate
upgrades planned and prioritised.



= I|dentification of DG and unauthorised energy
export: The smart meters can detect energy export
and sites reporting this can be compared with known
and approved DG sites. Unauthorised sites are
subsequently investigated.

. Revenue Assurance
— Load control not working — confirming that
load control is operational at a site and is being
correctly measured.
— Tamper — altering of a meter generates
tamper events.

7.1.4. EV CHARGING STATIONS

The EV (electric vehicle) is another disruptive technology
that is gaining traction around the world and is becoming
more prevalent in New Zealand. Switching a large
proportion of New Zealand’s vehicle fleet to EVs has a
number of benefits to the public including a reduction in
the use of petroleum. This would reduce New Zealand’s
reliance on foreign oil, thereby enhancing national
security and keeping to a minimum the transfer of wealth
to oil-producing countries. EVs are also often cited as
being an important component of a society becoming
environmentally friendly and aiding greenhouse gas
reduction. The New Zealand Government is promoting
the use of EVs, with a target of doubling the number of
electric vehicles every year to reach around 64,000 by the
end of 2021.

Most major vehicle manufacturers intend to produce EVs
in the near future. With this level of interest from vehicle
manufacturers it is probable that this will translate into

a significant shift from internal combustion engine (ICE)
powered vehicles to some form of EV.

WEL Networks will be critical in facilitating a large scale
EV uptake. EDBs have the means and the ability to
connect, control and upgrade the infrastructure

where required.

WEL Networks EV strategy consists of three
strategic themes which together combine to
form the overall strategy:

] Education and promotion: Proactively engage
in the promotion and public education of EVs.

— Confirming site capacity — identifying
overloaded sites

— Modelling of TOU tariffs with real data

— Meter bypass detection — with the meter in the
disconnected state, potential on the load side can
be detected.

= Reduction in Capital Expenditure: By using smart meter
analytics WEL has been able to improve our asset
management decision making.

= Future tools are in development such as but not limited
to detection of EV charging and solar generation.

" Infrastructure: Engage with private retailers for the
use of car parking space for the installation of a Fast
Charging network. Monitor EV uptake and Fast Charge
usage for trigger points to determine further investment.

" Network: Investigate charging optimum times, to
best utilise the current capacity of the distribution
network. Utilise the existing smart meter network to
identify any clustering issues, and resolve as they
present themselves.

WEL Networks has EV smart chargers at 5 strategic
sites throughout the Waikato to encourage the
uptake of EVs.

. Maui Street, Te Rapa

=  Wayside Road, Te Kauwhata
" Bow Street, Raglan

. Innovation Park, Ruakura

= Caro Street, Hamilton CBD

In addition to the above, WEL Networks plans to install

EV smart chargers on other sites to be determined.

The chargers are currently free to use and are mapped

on Plug Share, a free downloadable app for the national
electric charging network.

wel.co.nz
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7.2.

WEL Networks has a variety of non-network support
systems that enable the business to conduct its day to
day activities in an efficient manner. The key systems

are Network Management System (NMS), Geographical
Information System (GIS), Enterprise Resource Planning
(SAP), Network Billing, Electronic Content Manager (ECM),
and Mobility services.

In the majority of cases, the non-network support systems
are “off the shelf” products configured to accommodate
internal business processes. These are supported by
internal staff and 3rd party vendors to ensure that the
systems remain up to date, secure, and fit for purpose.
The Mohbility solution has been developed specifically to
WEL’s needs by a 3rd party vendor who works closely

NON-NETWORK SUPPORT SYSTEMS

with the business to maintain and enhance this system.
The Network Billing is a bespoke system specifically for
use within WEL Networks as 3rd party products were
either not available in the market place at the time of
implementation or were priced well beyond internal costs
relating to system development. The smart meter data
system Data Warehouse and Device Database have been
developed in house. The Advanced Meter Management
module is a 3rd party product and externally hosted.

These systems interface with one another to ensure a
consistent dataset is available across the non-network
support systems landscape in a format that is meaningful
to the users of each system.

MOBILITY

Plant Inspection
Faults
Smart Meters

ECM

Document Management

SAP

Finance
Projects
Business Warehouse
Plant Maintenance
Inventory

Figure 7.2.1 Non Network Support System

Notifications
Audit

GIS SMART METER

Oracle
GTechnology
GeoMedia
FME
Datebase
Design & View
Analysis & View
ETL & Analysis

Data Warehouse
Advanced Meter Management
Device Database

NMS

OoMS
DMS
Call Talker
Load Management
Reporting
Webviewers
Historian

NETWORK BILLING

Billing
Consumption
ICP Register
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7.2.1.

The NMS enables the fast and efficient control of the
electricity network for the operator. It consists of the
General Electric PowerOn Fusion software package

and data storage systems connecting with our SCADA
Devices through an IP based wide area network.

The Supervisory Control and Data Acquisition (SCADA)
network includes Remote Terminal Units (RTUs) that
communicate back to the control room equipment in
real time. The key business benefit of the system is to
enhance the safe, reliable and efficient management of the
network, as well as providing effective customer service.

The NMS consists of the following subsystems:
= Distribution Management System (DMS)
and Switching Management

L] Outage Management System (OMS)

] Trouble Call Taker, with smart meter
information integration

] Reporting
= Webviewers

. Historian

These subsystems are described as follows:
Distribution Management System (DMS) and
Switching Management

The DMS is the core of the NMS. It collects the real

time information and disseminates it to users and other
subsystems. A key element of the DMS is the connectivity
model that allows operators to easily see the effects

of actual and planned switching through animation of

the diagram with the current energisation state. It also
controls all switching management steps (preparation,
validation and execution) and can enforce built in safety
logic throughout all stages. This is a particularly powerful
aspect of the system, especially from a safety perspective
and enforcement of operational procedures.

Outage Management System (OMS)

The OMS is an application designed to aid in the
management, prioritisation, administration and reporting
of outages on the network and individual customers.
The OMS automatically associates customer calls and
clusters of calls to the one incident and to the respective
devices supplying them. To do this OMS relies on the
Installation Control Point (ICP) to transformer relationship
and the connectivity of the DMS. ‘Last gasp’ data from

NETWORK MANAGEMENT SYSTEM (NMS)

the Smart meters has been integrated with the OMS
to improve fault location by simulating customer calls.

Trouble Call Taker, with smart meter

information integration

The Trouble Call Taker records customer calls and
provides vital information to the Dispatch Team.

The information derived from the calls is integrated with
the OMS to predict the location of faults or likely future
faults. It can also be used for post event analysis. It is
available to the internal WEL Dispatch Team as well as
the external after-hours call centre.

Reporting

The reporting system performs queries over the NMS
database using MS SQL Reporting Services and there a
large number of system and in-house developed reports
tailored for different parts of the business. All network
reliability information (SAIDI, SAIFI etc.) is captured by

the NMS and is presented in reports. The annual reliability
disclosure reports are also automatically generated.

Webviewers

The PowerOn product provides a web based view of the
operating single line diagram and a linked geographic
view (based on GIS). This provides visibility of the system
to a wider audience in the business.

Historian

All analog points with the NMS are recorded and stored within
a product called TrendSCADA. This then makes the data
available as tables and trends to other users in the business.

The NMS system has recently been upgraded to PowerOn
Fusion V5.2.2.9 and consists of multiple application
servers distributed over the WEL main office and the
Disaster Recovery Centre. There are communication
gateways to the WAN (Wide Area Network) at each of
these sites. Most of the core system is virtualised on
recent high quality hardware. Such arrangements ensure
high availability and resilience of the system. There are
separate pre-production and development environments.

Some mobility functionality has been developed to

allow the dispatch of fault jobs to field devices and the
completion of fault reports from the field. The future
mobility strategy is under review with a number of
possible extensions and improvements being considered.

wel.co.nz
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7.2.2.

The network assets managed by WEL are distributed
over a large geographical area, so WEL needs to know
and visualise the geographical location of each asset.
The WEL GIS using GTechnology Suite enables this by
storing the spatial data for each asset (that describes its
geographic coordinates) and any associated contextual
information which can be presented to users in a variety
of targeted ways depending on their needs.

As well as the spatial data, the GIS contains a basic
connectivity model enabling users to visualise connected
assets spatially and trace the connectivity of the
network spatially upstream and downstream to identify
connected assets.

Each asset record in the GIS has a spatial attribution that
describes the asset, its location, its relationship to other
assets, the lifecycle state (e.g. In Service or not), the
length of linear assets (e.g. conductors), and the asset’s
connectivity and electrical state (Open/Closed and which
circuit it is connected to).

The asset data is updated in the GIS by means of
physical and electronic ‘As Builts’ and GPS survey
data received from within WEL and from external
contractors. This data is uploaded or entered into the
GIS to keep the asset data up to date. Structured and
on-going quality assurance routines are in place to
monitor data entered and identify priority legacy data
to target for remediation.

The following contextual data is contained in the GIS.
Its purpose is to allow core asset data to be viewed
and analysed in relation to features that give context
to the asset data;
] Landbase information from Land Information

New Zealand (LINZ)

] Master Address data from CorelLogic

7.2.3.

SAP consists of the ERP, Customer Relationship
Management (CRM) and Business Warehouse (BW)
reporting. The core ERP system supports the finance,

GEOGRAPHIC INFORMATION SYSTEM (GIS)

=  Aerial Photography
= Political Boundaries from Statistics New Zealand

The GIS provides data by external interface to NMS (CAD
files), SAP (aspatial data) and the Design teams (CAD files)
so that there is consistent and unified geographic data
used throughout the organisation. WEL GIS data is also
automatically extracted for the BeforeUdig organisation

to provide detailed GIS plans of WEL's network (alongside
other utilities) to ensure the safety of those working near
WEL'’s assets and to protect the assets from damage.

Core back end systems are hosted within a virtualised
server environment on recent, high quality hardware.
There are separate production, testing and development
environments managed within structured system
development life cycles. Change management processes
exist to protect the production systems and data and to
ensure these key information systems are always available
to users. WEL is in year 1 of a 3 year site product licence
contract with Hexagon, our main GIS vendor.

Recent system enhancements include the addition of
street light controller data, the addition of engineering
specific reporting, the recording of vertical heights

(Z value) and depths collected by survey as well as

an updated communication (fibre network) feature.

A reporting server for Asset Information has recently
been added to the system. This enables daily reporting,
analysis and data processing on a separate copy of
production data to protect the production GIS systems
while allowing reporting to be completed on demand.

The GIS road map details a move to ‘web based’ mobility
viewers in the short to medium term for GIS data to
replace the current GNetViewer and GeoMedia viewer
solutions with modern, flexible, multi-platform (phone,
tablet, web) technologies as part of a wider provision

of mobility tools throughout WEL.

ENTERPRISE RESOURCE PLANNING (ERP)

works management and inventory management
functionality for the business.

Best in Service Best in Safety



The functionality that is enabled with SAP includes:
] Finance and Controlling

] Project Systems
. Plant Maintenance
] Materials Management and Inventory Management

=  Quality Management

The Finance and Controlling module is the central
accounting function within SAP and incorporates
accounts payable, accounts receivable, asset accounting,
banking, general ledger accounting and forecasting and
budgeting. The reporting outputs form the company’s
financial statements from both a business and regulatory
requirements perspective.

The Project Systems module is used for managing
expenditure against capital projects (both network and
non-network). The project managers forecast and monitor
the expenditure against the work delivered via the work
order process. The costs accumulated from the delivery
of the project are capitalised into a number of assets in
the financial asset register.

The Plant Maintenance module forms the works delivery
component of SAP. Network equipment (assets) is
represented as equipment records where maintenance
and repair work orders are raised against. Labour,
materials and external service costs are recorded against
the work orders as the work is completed. There is

also a preventative maintenance function that contains
the planned maintenance schedules. Work orders are
automatically generated ready for the field teams to
complete the planned maintenance.

The Materials Management and Inventory Management
modules contain the spares inventory. The inventory is

restocked based on requirements planning (via work order

reservations and other requirements) so there is enough
stock on hand for project work and fault breakdowns.
Materials Management includes the procurement
(purchase orders) functionality. Purchase orders are
used to procure inventory, external services, business
consumables etc.

The Quality Management module is used to record the
site safety auditing tasks against the work performed.
Here an evaluation of the performance of the internal field
staff and external contractors are able to be measured
and reported on.

The ERP solution is integrated with other systems to
maintain consistency with the equipment data within the
GIS system and to create necessary work orders from
the NMS Trouble Call system (for faults/breakdowns).
The mobility solution feeds these fault work orders to
field staff to assist with information flow and data
(repair/cause) collection.

The CRM system is used to manage customer feedback
(complaints and compliments) relating to work completed
in the field. The CRM system captures the initial feedback
and the activities for the resolution of the issue.

The SAP Business Warehouse collates the SAP and
non-SAP data and provides the reporting needs for the
business. Using analysis tools (both SAP and 3rd party)
the data can be analysed accordingly by the business
users to locate trends and manage any KPI measures
to gauge how the business is performing.

Future enhancements to the SAP system include:

. Upgrade of SAP environments to the latest
enhancement packs along with the servers to a later
version so the system and its components are kept
in vendor support.

. Payroll and extended HR implementation.
Investigations are continuing towards replacing the
existing payroll system and consideration is being
made to utilising the SAP payroll module along with
extending the current SAP HR functionality.

wel.co.nz
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7.2.4.

The Billing system is an internally developed system to
support the requirements of ICP management, and the
retailer and direct billed consumers invoicing calculations.

The system controls different data aspects to meet the

billing requirements of the Company which includes:

=  CP information: This data has a two way
synchronisation with the data held by the Electricity
Registry. This synchronisation includes ICP details,
network pricing category, status and retailer switches.

=  Consumption data: Receives retailer consumption
data for processing the retailer invoices (invoices
created in SAP). This includes both Mass Market and
TOU billing.

] Revenue assurance: Provides revenue assurance
of the retailer data supplied. This may be via billing
history, ICP Statistics, retailer data interrogation or

7.2.5.

Content Server using OpenText (known to WEL staff

as Content Manager), is a repository for unstructured
corporate data. It provides a controlled location

within a defined taxonomy for accessing and sharing
information such as agreements, policies, guides,

emails, presentations, board books etc. It builds an
understanding of the history of the business, its decisions
and relationships, including financial, asset/equipment,
human resources, board and community.

The compiled history within Content Server dates
back to 2004 with specific archive folders for historical
documents. Document management ensures that despite

7.2.6. MOBILITY SYSTEMS

The mobility solution is a bespoke solution that provides
functionality for electronic data collection from the field.

There are 4 main parts of mobility being used:

. Inspections: The preventative work orders are
provided to facilitate the collection of maintenance
condition data which is stored in SAP as
measurement documents. This facilitates the collation

NETWORK BILLING SYSTEM

comparison with the metering data provided by the
smart meters.

=  Customer data: Holds ICP Customer data supplied
by the retailers.

=  System interfaces: Provides interfaces with the
smart meter database, NMS Outage Management
system, GIS and SAP.

This system centralises ICP related data obtained from
the Registry, traders, GIS and smart meters. It is used to
perform energy billing to traders and is a source of data
to other systems such as NMS.

This bespoke system was developed in 2016 and

caters for all known requirements of the networks ICP
management and invoicing. There are no immediate future
requirements, functionality or enhancements determined
at this point in time.

ELECTRONIC CONTENT MANAGEMENT

the large number of documents and emails in the system,
important items are still discoverable to support good
decision making and understanding. Version control
applies to all content, providing a single controlled source
of the truth and is leveraged by the intranet, SAP and any
system that may reference business documents.

It is expected that an upgrade to Content Server version
16 will be performed prior to support for the current
version expiring in 2019. Integration between Content
Server and SAP (Content Server SAP — Xecm) will be
investigated and implemented according to business
requirements at that time.

of condition history for the network equipment for
detailed planning and lifecycle analysis.

=  Faults: The breakdown work is assigned to the
respective field worker who is able to view important
detail such as address, contact details etc.
This helps to speed up the response by making sure
accurate information that is known is communicated

Best in Service Best in Safety



7.3.
7.3.1.

to the faults technician. At the completion of the
repair, notes and repair information is sent back
along with damage coding for long term maintenance
and fault analysis.

Reporting of Defects: Capturing information about
the defect, including observations and any necessary
photos which create a naotification record in SAP.
These notifications are submitted into a planning
queue for rapid analysis and corrective work creation
as required.

Smart Meters: The certification details are captured
electronically along with any job information.

WEL Networks | 2018 Asset Management Plan |3

The data is interfaced directly into the metering
database via a data validation portal.

Various updates and enhancements to the existing

Mobility platform are planned over the coming years.

These include but are not limited to electronic time

sheets, electronic documents and drawings to the field,

electronic forms submission, electronic leave applications

from the field, electronic job packs, electronic dispatch,
electronic as built data collection, and improvements to
the inspections module.

NON-NETWORK CAPITAL AND OPERATIONAL EXPENDITURE
NON-NETWORK CAPITAL EXPENDITURE

The non-network capital expenditure addressed in this section covers:

Computer Software Capital Expenditure. This covers
the periodic upgrades of existing software applications
and the development of new business tools including
major version upgrades for our industry standard
software applications including SAP, GTechnology Suite
(GIS), Microsoft Office, desktop and server platforms,
our document management system (Content Manager)
and the NMS.

Computer Hardware Capital Expenditure.

This covers the physical computing infrastructure
including servers, storage, switches, firewalls and
desktops. Desktop, laptop, and tablet computing
devices are on a 3-4 year replacement cycle. We will
also continue to monitor and review the use of “on-
premises” infrastructure, versus moving hosting into
the ‘cloud’. It is highly likely that relatively non-critical
systems (e.g. Office, PABX, Exchange, and even
SAP) could migrate into the cloud over the timeframe
of this plan, with transfer of associated costs into
operating expenditure.

Motor Vehicles. The motor vehicle capex is reduced
across the period. This directly relates to changing
of ownership of utility vehicles from WEL Networks to
WEL Services in-line with auditor recommendations.
The vehicle costs will now be on-charged by WEL
Services and capitalised within each project.

wel.co.nz
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The table below summarises the expected non-network capital expenditure required over the AMP period.

Non-Network

Capital Expenditure
(In Nominal Price $000)

Computer Hardware 307 319 321 445 464 483 505 526 549 561
Computer Software 542 1,081 967 1,078 1,123 1,173 1,222 1,275 1,329 1,359
Plant and Equipment 562 575 107 109 12 114 117 119 122 125
Motor Vehicles 102 105 107 109 112 114 117 119 122 125
Total 1,613 2,080 1,502 1,741 1,811 1,885 1,961 2,040 2,122 2,170

Table 7.3.1 Non-Network Capital Expenditure

7.3.2. NON-NETWORK OPERATIONAL EXPENDITURE

The non-network operational expenditure addressed ] Business support. This covers areas of the

in this section covers: business functions including:

= Systems operations and network support. — Finance, Commercial and Technology which
This covers areas of the business includes, Information Services, GIS, Procurement,
functions including: Regulatory and Metering Services.
— Asset Management which includes Asset — People and Performance which includes Health
Information and Strategy, Network Planning, and Safety, Business Assurance, Organisational
Maintenance Strategy, Network Design, Development and Human Resources.

Customer Projects, Development and Automation,
System Control and Engineering.

— WEL Services which includes, Field Services,
Distribution Design, Capital Projects.

— Customer Support and Procurement

The table below summarises the expected non-network operational expenditure required over the AMP period.

Non-Network

Operational Expenditure
(In Nominal Price $000)

System operations

8,361 8,549 8,741 8,938 9,139 9,345 9,655 9,770 9,990 10,215
and network support

Business support 7,775 7,750 7,925 8,103 8,285 8,472 8,662 8,857 9,067 9,260
Total 16,136 16,299 16,666 17,041 17,425 17,817 18,218 18,627 19,047 19,475

Table 7.3.2 Non-Network Operational Expenditure

Best in Service Best in Safety
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B ASSET REPLACEMENT
AND RENEWAL

This chapter describes our renewal and maintenance approach for the AMP
period. It details our planned renewals and maintenance work and how we have

forecast the associated expenditure.

8.1. OVERVIEW OF ASSET REPLACEMENT AND RENEWAL

Delivering our performance objectives, as described in
Chapter 5, requires the right balance between expenditure
on maintenance and investment in renewals. In striking this
balance, we have considered the whole of life cost of our
assets, and required interventions during their lifecycle.

As established by our asset management framework,
described in Chapter 3, we have taken a risk based
approach to renewals with the implementation of
Condition Based Risk Management (CBRM).

All major asset groups are now contained within the
CBRM model as shown in the list below:

Key Asset Classes with CBRM Model

1. Sectionalisers and Reclosers
Network Switches
Battery and Power Supply Systems

Circuit Breakers

2

3

4

5. Distribution Transformers

6. 11kV Overhead Line Conductors
7. LV Pillars

8. Poles

9. Protection Relays

10. Ring Main Units

11. Crossarms and Insulators

12. Zone Transformers

For assets such as HV fuses (DDOs) that don’t have

a CBRM model, WEL uses information obtained from
inspection and reliability tools such as Failure Mode
Effects and Criticality Analysis (FMECA) to assess risks
and prioritise the renewal programme.

WEL uses SAIDI as one of the key measures of network
reliability. Consequently it is a reliable indicator of the
effectiveness of CBRM in managing network performance
risk. SAIDI has been used to monitor risk trends following
adoption of the CBRM methodology.

There has been a steady reduction in the SAIDI impact
attributed to equipment related failures as described in
Chapter 5. Of most significance is the reduction in 16mm?
copper conductor failures. While the number of these
failures is reducing, those that do occur are predominately
due to storm events or bird line clashes.

Although WEL is achieving positive results in SAIDI
reductions in the equipment failure category, planned
SAIDI has had to increase to enable the asset replacement
program to be carried out. We have also seen an increase
in planned SAIDI due to the introduction of the Electricity
Engineers’ Association proposal for HV Live Line safe work
practice. This has increased the amount of work on HV
lines to be undertaken de-energised.

The resulting maintenance works and renewal plans are
described below.

Best in Service Best in Safety



8.2. MAINTENANCE

Our maintenance activity is first and foremost safety

focused. After which, it is structured to minimise the

whole of life costs of our assets while managing their
performance over time.

This is achieved by selecting maintenance techniques
and processes that:
. Ensure safety risks are identified and mitigated;

= Optimise the costs of maintenance together with
renewal expenditure;

8.2.1.

A number of assumptions and inputs inform the level
of maintenance undertaken on our assets. The key
assumptions and inputs are described below.

Industry Standards and Analysis Tools

Maintenance tasks are determined by the use of industry
maintenance standards, supporting tools and analysis that
assist maintenance engineers to optimise and rationalise
the maintenance plan. In 2017, WEL implemented Standard
Maintenance Procedure documents (SMPs) for key assets
such as circuit breakers and protection relays. The same
SMP template will be utilised for other asset classes.

SMPs will outline the maintenance requirements in the
Maintenance Manual in a more detailed and procedural
way. This is expected to assist in standardising plant
maintenance processes.

Condition Score

Remaining Life

Early Life

Mid Life

Near End of Life
End of Life
Unserviceable

o = N W~ O

Hazard

Table 8.2.1 Asset Condition Assessment Ratings

WEL Networks | 2018 Asset Management Plan @

. Meet any regulatory requirements;

. Improve work delivery efficiency through the work

management process and

= Where possible improve network availability.

These techniques are described for each asset category

in Section 8.4 below.

ASSUMPTIONS AND INPUTS

Asset Inspections

We regularly inspect our assets and the surrounding
vegetation. The frequency at which an asset is
inspected or monitored is determined by potential

risk, manufacturer’s recommendations and legislative
requirements. During an asset inspection, the condition
is assessed and recorded along with any defects
found, and recorded in the Computerised Maintenance
Management System (CMMS).

Condition Assessment

Asset condition influences the extent of servicing required,
the necessary repairs required and provides vital data

to inform our asset renewal decisions. Our condition
assessment is based on a 0 to 5 rating system,

as set out in Table 8.2.1 below.

Definition

As newly installed or equivalent

Normal ageing and use

Likely to meet replacement criteria at the next inspection

Meets replacement criteria. Schedule for replacement within 18 months
Unserviceable but not hazardous. Replace within 14 days

Immediate action is required to eliminate hazard

wel.co.nz
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Defect Notifications

Defects are identified during inspections. If an asset has a defect, the asset inspector will assess the severity of
the defect and assign a defect rating as specified in Table 8.2.2 below.

Defect Defect Delivery

Definiti
Rating Classification Period Gillnfhdkelnl

Faults / Urgent work required — immediate temporary repairs

1 Red 2 days
y may be required to ‘make safe’.

2 2 weeks No customer outages or door knock for low volume of customers.
Major customer consulted if outage required, typically Plant

3 Amber 4 weeks J . . g a P Y
Maintenance will be priority 3.

4 12 weeks Long lead material consideration.
Typically asset replacement works or jobs which could be

5 Green 12 months P v P :

undertaken as part of capital projects.

Table 8.2.2 Defect Classifications

8.2.2. MANAGEMENT OF SF,

Sulphur Hexafluoride (SF,) is a gas used in modern we have installed in our network. We record and monitor
switchgear as an insulating and arc quenching material. the volumes of SF, gas installed, disposed and emitted
We have initiated a review of equipment that could be into the environment. As at November 2017 the volume of
used as an alternative to SF-filled switchgear. In the SF, installed by our switchgear was 1.35 tonnes.

meantime we are required by law to disclose the quantity

8.2.3. VEGETATION MANAGEMENT

Vegetation management is the process of managing Vegetation operational expenditure is based on our
vegetation in and around our assets that have the vegetation growth model. Based on current cutting rates
potential to interfere with the safe and reliable supply our model predicts expenditure will reduce towards the
of electricity to our customers. We have increased our end of the AMP period as shown in Table 8.2.3.

inspection rates and maintain a vegetation growth model
to predict when future work will be required for different
vegetation types.

Vegetation Management

Operational Expenditure 2017 | 2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026
(In Nominal Price $000)

Vegetation Management 1,360 1,399 1,107 1,130 1,153 823 840 858 875 893
TOTAL 1,360 1,399 1,107 1,130 1,153 823 840 858 875 893

Table 8.2.3 Vegetation Management Operational Expenditure

Best in Service Best in Safety
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8.2.4. SERVICE INTERRUPTION AND EMERGENCY MANAGEMENT

Service interruption and emergency management relates team, proactive repairs on defects due to the enhanced
to required faults work. diagnostic testing and reduction in line breaks due to the

) ) ) conductor renewal programme.
The decrease in the projected faults costs as shown in

Table 8.2.4 is mainly due to having a dedicated Faults

Service Interruption and

Emergency Management

Operational Expenditure el pevils
(In Nominal Price $000)

Service Interruption and
Emergency Management

TOTAL 2,682 2,657 2,711 2,767 2,824 2,882 2,941 3,001 3,062 3,125

2,682 2,657 2,711 2,767 2,824 2,882 2,941 3,001 3,062 3,125

Table 8.2.4 Service Interruption and Emergency Expenditure

8.2.5. MAINTENANCE FORECASTING

Our maintenance activities and associated expenditure in labour costs. These are validated annually with our
have been forecast by asset category. The basis of the maintenance team to ensure improvements are captured
forecast includes estimates of asset quantity, maintenance and updated in our plans.

type (preventive, predictive and corrective) and relevant

. . o . The maintenance forecast for each asset category is
unit costs. Unit costs are based on historical maintenance

. . shown at the end of each section below.
task costs adjusted for known changes e.g. increases

8.2.6. INNOVATIONS AND IMPROVEMENTS
IN MAINTENANCE PRACTICES

Innovation and continuous improvements are necessary =  Specification of strategic spare requirements for
to meet our cost efficiency objectives. emergency preparedness;

The maintenance related improvements and - Development of a modular substation used

innovations we have recently implemented include: for equipment testing, spares and training of

= Development of mobility solutions to record asset technical staff.

information in the field and transfer it directly into our = Development of Standard Maintenance Procedures
office systems; for plant maintenance and corrective works which

. Improved inspection strategies that enhance risk will improve delivery of maintenance

identification, asset condition and population data; L] Review of the maintenance work flow, including

. Implementation of ‘accelerated’ inspection system architecture, processes and reporting.

programmes for overhead line assets and LV pillars; WEL is currently rolling out improvement on standard
. Improvement of asset data quality and accuracy maintenance plans (SMP) to ensure they meet the

through the field verification programme; requirements of the (current) asset technology and actual

condition. The process covers all asset baseline including

= Intr tion of diagnostic testing on primar ts; . )
oduction of diagnostic testing on primary assets; poles, conductors, pillars, transformers, substations etc.
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The purpose of rolling out the SMP program is to define
maintenance which will ensure equipment and systems
deliver a safe and reliable service at their required duty and
take into account the environment in which they operate.
This approach is a key driver of WEL's asset management
strategy which is based on a preventive and predictive
approach; taking into account the capacity of available
resources, access to assets and the balance between safe
working assets and life cycle cost effectiveness.

Our Maintenance Strategy Team retains oversight and
technical management of the standard maintenance plans
and sets the guideline for both internal and external contract
maintenance service providers. These teams are obliged

to perform maintenance to the high standard set out in the
SMPs and provide critical measures and test results back to
our maintenance strategy team to perform reliability analytics
to ensure our network remains safe and reliable.

8.3. RENEWALS

We have used CBRM to develop a risk based approach to
planning our asset renewals. This approach prioritises the
renewal of assets that present the highest risk to safety,
network performance, environment and financial loss.

The methodology is used by numerous electricity
distribution companies internationally to deliver effective
risk related asset management.

CBRM is a process that combines asset information
(e.g. age, asset type, working environment, condition,
other factors such as number of connected parties etc.),

8.3.1. INVESTMENT SCENARIOS

To determine the optimal level of renewal expenditure
across our key asset categories we considered four
alternative investment scenarios. Figure 8.3.1 below
shows indicative 10-year risk profiles for each scenario.

The scenarios are:
Scenario 1 — The Do Nothing scenario models a
hypothetical base case to understand the effects
of not undertaking renewals. By year ten the risk is
expected to increase rapidly;

Scenario 2 — Model of expenditure previously
planned in our 2015 AMP;

Our continuous improvement framework is based on
the principle of “data supporting decision making”.
The data we use to improve our services includes:

= Work order history

= Performance KPIs
= SCADA

] Fault register

] Incident register

=  Call Centre logs

Ultimately, we seek to not only to make improvements to
our network but also internally as a company by improving
our processes that ultimately lead to a better service for
our customers.

The application of these innovations and improvements is
discussed in Section 8.4 below.

engineering knowledge and practical experience to
estimate future condition and performance of network
assets. Specific risks for each asset category are
identified and quantified. We have developed CBRM
models for all of our key assets.

Through the asset planning process, WEL manages
scope and budget requirements of renewal work.
This is outlined in the Project Definition Document (PDD).

Further detail on the CBRM process is described in
Appendix B.

Scenario 3 - Is a slight risk reduction over our
2015 plan. However this outcome can be achieved
with less renewal expenditure through the further
optimisation and prioritisation of critical assets; and

Scenario 4 - is included for completeness and the
relative risk profile of the hypothetical maximum
renewal expenditure. It seeks to illustrate that even with
maximum expenditure not all risks can be eliminated.

Best in Service Best in Safety



ASSET RENEWAL SCENARIOS

Risks

=== Scenario 1 - Do Nothing === 2015 AMP === Scenario 3 — Proposed Strategy =~ === Scenario 4 — Max Investment — Min Risks

-
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2016 2017 2018 2019 2020

Figure 8.3.1 Asset Renewal — Scenario Risk Profiles

2021 2022 2023 2024 2025 2026

Our renewal programme is based on Scenario 3 as it maintains a stable level of risk over the AMP period as our renewal
expenditure will be optimised by prioritising the highest risk assets.

8.3.2.

There are a range of assumptions and inputs necessary
for establishing our renewal plan and CBRM models.
These are described below.

Asset Health and Condition Information

The accuracy of asset age and condition is critical to
determining when an asset is due for renewal. For this
reason improved specifications as referenced in the EEA
guidelines for condition assessment, field data verification
and the mobility solution to improve data accuracy has
been implemented in our inspection programs.

Asset Monitoring

Diagnostic measurement techniques such as ultrasonic
and thermal surveys on overhead lines, PD acoustic
surveys on switchgear, and SFRA on zone transformers

ASSUMPTIONS AND INPUTS

provides better asset condition information than simple
visual inspections. Asset inspectors have started using
unmanned aerial vehicles (UAV) for inspecting overhead
line assets particularly on locations with difficult terrain.

These techniques help eliminate failures proactively
through early intervention programmes and can be
used to defer premature asset renewal.

Design Life Assumptions

The expected design lives of assets are based on
manufacturers’ guidance and our own practical
experience managing the assets. WEL seeks to extend
the working life of its assets past initial service life
estimates based on risk assessments and benchmarking
reliability and condition of older assets.

wel.co.nz
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8.4. ASSET LIFE CYCLE MANAGEMENT

This section describes how we manage our assets over

their full lifecycle. For each asset category we have:

. |dentified the routine and corrective maintenance tasks;

= Described the inspection policy and
programme employed;

= Identified any systemic problems and described
our approach to addressing these problems;

] Identified the replacement programme and drivers;

= Described the innovations we have made to defer
asset replacements; and

. Listed the projects underway or planned

8.4.1. SUBTRANSMISSION

Subtransmission Lines
Risks and Issues

The principal risks and issues associated with

subtransmission lines are:

= Tree debris blown onto the lines during high wind
or storm events;

= External influences such as possums or birds
causing flashovers; and

] Insulator type issues on our urban meshed network.

Maintenance Undertaken

Inspections on subtransmission lines include:
. Detailed inspections every six months for critical
feeders not meshed with other lines;

. Detailed inspections every five years for all other lines;

= Visual inspections on an annual basis; and

=  Thermal survey on selected circuits on annual basis

During detailed inspections, tests are carried out on all earth

banks. Recently ultrasonic surveys using a multi-functional
PD instrument have also been undertaken. Thermographic
surveys are carried out on selected critical subtransmission
feeders. Other diagnostic measurement techniques such as
Corona surveys are currently being evaluated.

Maintenance tasks are undertaken to correct any
defects identified.

The remainder of this section is structured by the
following asset categories with details of included
assets and expenditure summaries.

= Subtransmission

=  Zone Substations

=  Distribution and LV Lines

=  Distribution and LV Cables

. Distribution Substations and Transformers
] Distribution Switchgear

] Other Network Assets

Asset Renewal Programme

No renewal of these assets is planned during the AMP
period as they are well within their life expectancy and
have an acceptable risk profile, based on their condition.

Subtransmission Poles,
Crossarms and Insulators

Risks and Issues

The principal risks and issues associated with

subtransmission lines are:

=  Cars colliding with poles can result in outages and
public safety risk from falling poles or uncontrolled
live conductors;

. Insulator failures or tree debris blown onto the lines
during high wind or storm events;

Maintenance Undertaken

Inspections on subtransmission lines include:
] Detailed inspections every six months for critical
feeders not meshed with other lines; and

] Detailed inspections every five years for all other lines;
During detailed inspections, tests are carried out on all

earth banks. Recently ultrasonic surveys using a multi-
functional PD instrument have also been undertaken.

Maintenance tasks are undertaken to correct any
defects identified.

Best in Service Best in Safety



Asset Renewal Programme

Renewal are based on CBRM models and outcomes
of the routine inspections undertaken.

Subtransmission Cables
Risks and Issues

The principal risks and issues associated with

subtransmission cables arise from:

= Mechanical damage due excavations or directional
drilling by third party and Cable joint failures

Maintenance Undertaken

Subtransmission cable maintenance is based on results
from partial discharge testing as visual inspections are
not possible for underground assets.

Testing is carried out:

= Annually for selected critical circuits and more
frequently where critical levels of discharges
are identified.

Analysis has been undertaken to determine suspected
cable joints which may have similar failure modes. These
feeders have been prioritised for on-line partial discharge
testing and further monitoring. Joints identified as
defective following testing are replaced.

Asset Renewal Program

No renewal of subtransmission cables is planned during
the AMP period.
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Subtransmission Circuit Breakers (CBs)
Risks and Issues

There have been no significant issues identified with our
subtransmission CBs.

Maintenance Undertaken

CBs are inspected and tested every three years.
Tests undertaken include PD tests and dynamic tests
such as the ‘first-trip’ test using a CB profile analyser.

The level of servicing is increased where multiple trips
have occurred. Major servicing is also undertaken every
six years. Servicing includes changing the insulating oil in
oil filled CBs, vacuum or SF6 integrity checks, trip-timing
tests, trip circuit integrity checks, close circuit integrity
checks, SCADA alarm and control checks and testing

of all functional parts (both electrical and mechanical)

to ensure they meet the manufacturer’s minimum
requirements and recommended industry minimum
acceptance criteria.

Asset Renewal Programme

Renewing CBs involves considerable resource and
outages on the network. Therefore where possible other
co-located asset renewals are coordinated at the same
time. Subtransmission CBs that are scheduled for renewal
due to their age and condition will be done in conjunction
with 11kV CB replacement are at: Gordonton (2021-22)
and Te Uku (2023-24).

A CBRM model has been implemented to assist in
renewal prioritisation and forecasting the required level
of investment for subtransmission CBs.
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Summary of Subtransmission Renewal and Maintenance expenditure

Table 8.4.1.1 summarises subtransmission capital expenditure for the AMP period.

Subtransmission CAPEX
(In Nominal Price $000)

33kV Circuit Breaker

33kV Crossarms and Insulators 153 183 183
33kV Overhead Lines

33kV Poles- 59 46 38
33kV Sub-transmission UG cable

TOTAL 212 228 221

Table 8.4.1.1 Subtransmission Capital Expenditure

191 195 198 215 219 209 215

40 41 41 43 44 36 37

231 236 240 258 263 246 252

Table 8.4.1.2 Summarises Subtransmission Operational Expenditure for the AMP period.

Subtransmission OPEX

(In Nominal Price $000)

33kV Circuit Breaker 88 95 96
33kV Crossarms and Insulators 6 6 7

33kV Overhead Lines 46 49 50
33kV Poles 13 14 15
33kV Sub-transmission UG cable 81 87 88
TOTAL 235 251 256

Table 8.4.1.2 Subtransmission Operational Expenditure

8.4.2. ZONE SUBSTATIONS

Zone Substation Power Transformers
Risks and Issues

The principal risks and issues associated with power

transformers are:

= Debris on external or exposed bushings increase
flashover risk.

] Poor insulation or degradation of the paper
windings resulting in operational failure of the
transformer. The condition of the insulation drives
the Health Index (HI) and accordingly the life
expectancy of the transformer.

= Unbunded transformers may result in uncontained
oil spills and therefore soil contamination or other
environmental damage. Systematic upgrading of
transformer bunding has been included in this AMP.

2027

102 106 111 115 117 122 126

7 7 8 8 8 8 9
53 56 58 60 61 64 66
15 16 17 17 18 18 19
93 97 102 105 107 111 115

271 282 296 304 310 324 334

= Vibration from external factors such as trains.
Vibration can cause mal-operation of the mercury
switches within the Buchholz relays causing tripping
of the incomer CBs. The mercury switches are being
progressively replaced with magnetic reed.

Maintenance Undertaken

Inspections are undertaken every two months.
Testing and maintenance is specific to the subcomponent
of the power transformer.

This includes:

= Annual dissolved gas analysis and oil tests, these occur
more frequently if evidence suggests there may be an
issue that needs to be monitored more regularly;

. Minor maintenance e.g. cleaning, oil checks and
visual inspection is carried out every three years;

Best in Service Best in Safety



] Major maintenance including acoustic partial
discharge and dissipation factor analysis is
undertaken with minor maintenance and servicing
at six yearly intervals; and

=  Tap changer maintenance is undertaken every
three years.
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Zone transformers also undergo mid-life refurbishment.
This work involves removing (de-tanking) the core,

an internal inspection, dry out, testing and repairs as
required. The remaining life is assessed at this time and
we expect well maintained transformers with mid-life
refurbishment will have a life exceeding 60 years.

Table 8.4.2 below summarises transformer maintenance plans and their corresponding frequencies.

X

2 Months Inspection X
Yearly Annual DGA X X
3 Yearly Transformer Minor X X
6 Yearly Transformer Major X X
3 Yearly X
OLTC1 Servicing
6 Yearly X

Table 8.4.2.1 Summary of Power Transformer Maintenance

Asset Renewal Programme

No zone transformers will exceed their nominal lives
within the AMP period. Transformer CBRM models were
developed during 2016 and will be used to further analyse
the risks and asset renewal requirements.

Zone Substation Switchboards

We have Air Insulated Switchgear (AlS) and Gas Insulated
Switchgear (GIS) on our network.

Risks and Issues

The principal risks and issues for zone substation

switchboards are:

= Fault flashover causing injury to staff and equipment
damage. Fixed-pattern switchgear has been
considered to replace the traditional withdrawable
CBs to mitigate this risk;

= Surface discharges on voltage transformer
compartments and vacuum bottles on AIS
switchboards. The cause is believed to be high
humidity within the substations during winter.
Expenditure to install suitable air-conditioning units in
substations has been included during the AMP period;

= Mechanical misalignment of movable parts and
damaged interlocks on AIS switchboards;

30n-Load Tap Changer

] Incompatible designs on newer switchboards.
Although similar types of switchboards are used,
legacy CB units can be incompatible causing a lack
of compatible spares. Design has subsequently been
standardised; and

=  Operational handling and testing of SF6 gas in
GIS switchboards. We are using external service
providers for this critical task as they are expert in
this field.

Maintenance Undertaken
Visual inspections on switchboards are undertaken every

two months.

Annual partial discharge and surveys are conducted on
indoor switchboards.

The following items are checked as part of the survey:
=  CT/VT chambers;

. Cable terminations in the switchgear;

= Cable end boxes and cable sealing ends; and

= Outdoor switchyard connections;
e.g. insulators, busbars.
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Major maintenance is carried out on AlS equipment every
nine years, and every 12 years on GIS equipment.

Main tasks include:
=  Bus maintenance for AIS e.g. general cleaning;

= Insulation resistance tests on the main busbar and
connected VTs;

= Contact resistance tests on the main busbar; and

=  Gas pressure checks and HV withstand tests on GIS.

Asset Renewal Programme

Renewal of indoor switchboards is generally undertaken
in conjunction with CB replacements. The following are
scheduled for renewal due to their age and condition:
Barton (2019), Ngaruawahia (2019-20), Massey St
(2021-22), Gordonton (2021-22) and Te Uku (2023-

24). Renewing CBs involves considerable resource and
outages on the network. Therefore where possible other
co-located asset renewals are coordinated at the same
time. This includes subtransmission CBs, protection,
battery and SCADA systems.

A CBRM model has been implemented to assist in
replacement prioritisation and forecasting the required
level of investment in switchboards.

Zone Substation Buildings

The zone substation buildings category also includes
subtransmission switching stations, indoor and outdoor
transformer bays and earthing systems.

Risks and Issues

The principal risks and issues associated with zone

substation buildings include:

] Physical and environmental risks such as fires,
oil spills and vermin. Substations with outdoor
switchyards have higher physical and environmental
risk than indoor switch rooms;

= Vandalism and graffiti;

= Theft of copper earth wire is a significant safety and
cost issue;

] Humidity and high temperatures causing damage to
electronic devices and switchboards;

=  Water causing damage to control cables at our older
sites. Our newer sites are installed with sump pumps
which remove water accumulated in trenches and
basements; and

] Records of earth test results and earthing design are
lacking on some of our older sites and it is therefore
difficult to confirm the integrity of the earthing system
on those sites. A programme to carry out full earth
tests on these sites has been implemented.

Maintenance Undertaken

Grass cutting, pest control and general cleaning of
substation buildings is conducted monthly.

Substation buildings are inspected every two months.
Tasks include inspection of soil erosion surrounding the
building, visual cracks, paintwork, building condition and
transformer bunding. Site specific safety risks and defects
are recorded in the hazard identification and defect
notification systems.

Electrical compliance checks, testing and inspection of
LV installations are carried out annually.

Every three years earthing systems are tested.

In 2016 all building sites were assessed for asbestos,
followed by signage and registers installed at each site.
Immediate remedial works were undertaken to remove
any identified Asbestos Containing Materials (ACM) from
these sites.

Asset Renewal Programme

The renewal programme for zone substations equipment
includes the continuation of the security system
upgrade project to deter copper conductor theft.

Zone substations located in rural areas with outdoor
switchyards have been prioritised.

Best in Service Best in Safety
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Summary of Zone Substation Renewal and Maintenance expenditure

Table 8.4.2.1 summarises Zone Substation capital expenditure for the AMP period.

Zone Substation CAPEX
(In Nominal Price $000)

11kV Circuit Breaker (Upgrade) 143 219 135 69 71

11kV Switching Station/Zone Sub 185 175 337 96 379 280 132 192 200 205
BAR Switchgear upgrade 513

GOR Switchgear upgrade 107 153

MAS Circuit Breakers11kV 406 142

NGA Switchgear upgrade 578 314

TEU Switchgear upgrade 151 160

Zone Substation Transformer

TOTAL 1,276 631 1,069 526 598 511 132 192 200 205

Table 8.4.2.1 Zone Substation Capital Expenditure

Table 8.4.2.2 summarises Zone Substation operational expenditure for the AMP period.

Zone Substation OPEX
(In Nominal Price $000)

11kV Circuit Breaker (Upgrade) 132 141 144 152 159 166 171 174 182 187
11kV Switching Station/Zone Sub 358 384 391 414 431 452 465 474 494 509
Zone Substation Transformer 303 325 331 350 365 382 393 401 418 431
TOTAL 793 850 866 917 955 1,000 1,028 1,049 1,094 1,128

Table 8.4.2.2 Zone Substation operational Expenditure

8.4.3. DISTRIBUTION AND LV LINES

Distribution and LV Poles base of wooden poles. This measures wood density and
Risks and Issues remaining pole strength. Poles are classified and assigned

The principal risks and issues associated with a renewal date based on results from the imaging.

poles are: WEL has enhanced its process in tagging hazardous
*  Falling poles pose a staff and public safety risk or poles in reference with the EEA guidelines. Red and
can cause damage to property. The risk of failure is yellow tag categories have been introduced to distinguish
greatest with the remaining hardwood poles; and the level of criticality in terms of safety risk and condition
= Third party damage to poles e.g. car vs pole. of the pole.
The most common failure modes for distribution and Maintenance of poles includes the repair of possum guards.
LV poles are:
=  Rotten bases and splitting on the heads for wooden Asset Renewal Programme
poles; and Driven by a CBRM model, between 300 and 400 poles

are planned to be replaced annually over the next 10
years. Poles are also replaced as part of other renewal
Maintenance Undertaken programmes such as the reconductoring projects which
Inspections are undertaken every five years. Gamma are intended to improve rural reliability.

ray imaging was used to determine the condition of the

] Spalding of concrete in concrete poles.
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Distribution and LV Crossarms
Risks and Issues

The principal risks and issues associated with crossarms
are insulator failure due to pin corrosion or wood rot
around the insulator pin hole. Insulator failure can

cause wooden crossarms to burn or break causing the
conductor to fall to the ground resulting in a public safety
hazard and poor network performance.

Maintenance Undertaken

Visual inspections of crossarms are undertaken every five
years coinciding with pole and conductor inspections. As
faulty insulators are difficult to detect by visual inspection,
new ultrasonic diagnostic testing has been introduced

as part of the inspection process. This technology

has proved reliable in detecting early signs of insulator
cracking or high levels of partial discharge.

Asset Renewal Programme

Informed by a CBRM model, approximately 800 crossarms
per year will be replaced in the first two years of the plan,
increasing to 1,200 per year. Total number of replacements
has been decreased following FMECA and renewal
optimisation process. The programme will target most critical
crossarms and insulators with the highest risks.

Distribution and LV Conductors
Risks and Issues

The principal risks and issues associated with

conductors are:

] Public safety and property damage from live lines
falling to the ground;

] Our 16mm? copper conductor fleet is failing earlier
than expected because of damaged strands from
conductors clashing as a result of high wind, bird
contact or tree debris predominately in rural areas.
This has contributed to poor network
performance; and

= Due to higher safety risks associated with 16mm?
copper conductors prone to breaking while being
handled we have ceased ‘live line’ work on or under
these conductors. This will result in a greater number
of planned outages to renew this conductor over the
AMP period.

Maintenance Undertaken

Inspections for distribution and LV conductors are
undertaken as follows:

=  Thermal imaging and ultrasonic testing is completed
annually on critical sections of distribution
conductors;

= The inspections undertaken on the remaining
distribution and all LV conductors are visual
inspections every five years;

= More detailed inspections and condition data capture
is conducted every five years; and

=  Thermal imaging is also used after major faults
to check conductor and joint integrity. Corona
discharge inspection is used to check feeders
with incidences of insulator failure.

It is not practical to proactively service Distribution and
LV conductors but failures are reactively repaired.

Asset Renewal Programme

The CBRM-based programme for the AMP period
includes targeted renewal of the Weavers, Silverdale,
Wallace, Finlayson, Gordonton, Raglan, Te Uku and
Te Kauwhata feeders.

Best in Service Best in Safety
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Summary of Distribution and LV Line Renewal and Maintenance Expenditure

Table 8.4.3.1 summarises Distribution and LV Lines capital expenditure for the AMP period.

Distribution and LV
Line CAPEX 2023

(In Nominal Price $000)

Distribution 11kV OH Lines 3414 3806 3,811 4298 4392 4,463 4640 4733 4912 5,043
ﬂ'::lzztr'sn Crossarms and 2,908 3,471 3476 3,630 3709 3768 4,081 4,163 3,975 4,081
Distribution Poles- 1112 88 724 756 773 785 816 833 691 710
LV Overhead Reticulation

Medium mixed projects 201 137 137 143 146 149 155 105 109 56
TOTAL 7,634 8282 8148 8827 9020 9165 9692 9834 9,687 9,890

Table 8.4.3.1 Distribution and LV Lines Capital Expenditure

Table 8.4.3.2 summarises Distribution and LV Lines operational expenditure for the AMP period.

Distribution and
LV Line OPEX 2027
(In Nominal Price $000)
255 266 279

Distribution 11kV OH Lines 221 237 241 286 292 305 314
Distribution Poles 255 273 278 294 307 321 330 337 351 362
Distribution Crossarms and

114 122 125 132 138 144 148 151 158 162
Insulators
LV Overhead Lines 483 518 528 559 582 610 627 640 667 688
TOTAL 1,073 1,150 1,173 1,241 1,292 1,354 1,392 1,420 1,480 1,526

Table 8.4.3.2 Distribution and LV Lines Operational Expenditure

The capital renewal expenditure for each asset class in = Distribution and 11kV OH Lines has significant renewal
the above table is based on the results of the CBRM expenditure over the planning period. It was clear that
modelling and resulting Health Index (HI) and Risk profiles previous renewal investment strategies would result in
as discussed in Chapter 2. increasing failure rates and consequential health and

safety risks. The main area of concern being the failure

" Crossarms and Insulators modeling shows an of the 16mm? copper conductor. The above investment

increasing rate of failures over the planning period strategy would ensure the current risk for this asset

and therefore to reduce this risk an increasing . .
class will not increase.

investment strategy has been adopted. Replacements

are prioritised on highest risk items combined into

geographical areas for delivery efficiency.
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8.4.4.

Distribution Cables
Risks and Issues

The principal risks and issues associated with distribution
cables are damage caused by excavations or directional
drilling. Network outages can be extensive while cable
jointing repair work is undertaken.

Maintenance Undertaken

No routine maintenance is undertaken on distribution
cables. However, a number of critical trunk feeder
circuits have been identified for Partial Discharge (PD)
testing. WEL is considering whether to roll out the PD
testing programme to other distribution cables following
completion of trial testing on trunk feeder circuits by end
of financial year 2020.

When failures have occurred samples of cable sections
are retrieved to assess the internal condition of the cable.

DISTRIBUTION AND LV CABLES

Asset Renewal Programme

No renewal is planned during the AMP period, however
an allowance has been made to replace sections of cable
following a fault.

LV Cables
Risks and Issues
The principal risks and issues for LV cables are cable

failure caused by third party excavations or directional
drilling and water ingress causing breach joints to fail.

Maintenance Undertaken

Due to their inaccessibility there is no routine maintenance
performed on LV cables.

Asset Renewal Programme

There is no renewal programme for LV cables. Where
cables are replaced this occurs as part of other projects
such as upgrades or further LV reticulation development.
However an allowance has been made to replace sections
of cable following a fault.

Table 8.4.4.1 summarises Distribution and LV Cables capital expenditure for the AMP period.

Distribution and
LV Cables CAPEX
(In Nominal Price $000)

2019 | 2020 | 2021

2022 | 2023 | 2024 | 2025 | 2026 | 2027 | 2028

Distribution 11kV UG cables
LV Underground cables

Medium mixed projects 468 320 320
Service and Distribution Pillars 1,000 411 412
Total 1,469 731 732

Table 8.4.4.1 Distribution and LV Cables Capital Expenditure

334 342 347 361 245 255 131
430 439 413 430 438 455 467
764 781 760 791 684 709 598

Table 8.4.4.2 summarises Distribution and LV Cables operational expenditure for the AMP period.

Distribution and
LV Cables CAPEX

(In Nominal Price $000)

Distribution 11kV UG cables 154 165 169
LV Underground cables 73 78 80
Service and Distribution Pillars 114 123 125
Total 342 366 373

204

178 186 195 200 213 219
84 88 92 95 97 101 104
132 138 144 148 151 158 163
395 411 431 443 452 471 486

Table 8.4.4.2 Distribution and LV Cables Operation Expenditure

Best in Service Best in Safety



8.4.5.

Risks and Issues

The principal risks and issues associated with
distribution substations and transformers are:
= Insulator cracks;

L] Poor conductor connections; and

. External factors such as lightning strikes, birds,
possums, vermin, and vegetation.

We have not identified any systemic problems with any
particular manufacturer or model of transformer.

Copper theft from our distribution substations and
transformers is a serious public safety issue and is costly
to identify and replace. Incidences are identified from staff
and public reporting and during the network inspection
program. We have implemented a security system upgrade
across all our substation sites. Our rural sites with outdoor
switchyards have been prioritised for this work.

Maintenance Undertaken

Our pole mounted and pad mounted transformers
are inspected every five years. Maintenance and
testing includes:

= Testing of earth banks;

L] Security checks;

] External panel deterioration or damage;
= \egetation control;

=  Cleaning of HV and LV cubicles; and

=  Thermal imaging of connections and busbars.

WEL Networks | 2018 Asset Management Plan &YA

DISTRIBUTION SUBSTATIONS AND TRANSFORMERS

For larger ground based CBD and industrial

distribution transformers the maintenance

programme includes:

] Downloading of maximum demand data annually,
timed to occur at peak load times;

. Annual inspection;

=  Thermal imaging and ultrasonic inspections of all
links, bus bars and connections;

L] Maintenance checks on tank and cubicles;
L] Cleaning equipment and building internal areas; and

. Qil tests conducted on a condition basis for
transformers 750kVA and above.

Transformers may be refurbished after being replaced
by larger transformers due to growth and prior to being
redeployed back into the network. An economic model
has been developed to determine if a transformer should
be scrapped or refurbished.

We have developed a tool to aggregate smart meter data
to their corresponding distribution transformers and will
use data loggers where this is not possible.

Asset Renewal Programme

WEL have instigated a renewal programme from

FY 2015-16 to 2018-19 to replace aged transformers
with very poor condition (i.e. severely leaking, rusting
badly, etc).

A CBRM model has been implemented to assist
in renewal prioritisation and level of investment for
distribution substations and transformers.

wel.co.nz
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Summary of Distribution Substations and Transformers Renewal and
Maintenance expenditure

Table 8.4.5.1 summarises Distribution Substations and Transformers capital expenditure for the AMP period.

Distribution Substations

and Transformer sCAPEX | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027 | 2028
(In Nominal Price $000)

Distribution 1,171 609 610 637 651 661 687 701 546 560
Transformers(11kV/400V) ’
TOTAL 1,171 609 610 637 651 661 687 701 546 560

Table 8.4.5.1 Distribution Substations and Transformers Capital Expenditure

Table 8.4.5.2 summarises Distribution Substations and Transformers operational expenditure for the AMP period.

Distribution Substations

and Transformers OPEX 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027 | 2028
(In Nominal Price $000)

Distribution Transformers
(11kV/400V)

TOTAL 769 825 841 890 926 970 998 1,018 1,061 1,094

769 825 841 890 926 970 998 1,018 1,061 1,094

Table 8.4.5.2 Distribution Substations and Transformers Operational Expenditure

The capital renewal expenditure for distribution transformers in the above table is based on the results of the CBRM
modelling and resulting HI and Risk profiles as discussed in Chapter 2.

8.4.6. DISTRIBUTION SWITCHGEAR

Risks and Issues CBs: There have been no major issues with our

Distribution switchgear includes RMUs, ABSs, CBs, distribution CBs;

reclosers, sectionalisers, and distribution overhead line . .
Reclosers and Sectionalisers: Problems have

fuse units. been experienced with electronic drop out of

The principal risks and issues associated with sectionalisers that have been installed over recent

distribution switchgear are: years. These units have not operated reliably,
RMUs: The possibility of SF6 gas leakage from increasing fault restoration times. These types of
GIS units. High levels of partial discharges and sectionalisers have been phased out in 2017 and
mechanical interlock failures have been observed replaced by a vacuum type sectionaliser; and

on the older oil-filed RMUs. A recent issue with Distribution Overhead Line Fuses: Failure due to

a particular model of RMU has been discovered the deterioration of the fuse element normally occurs

and is due to an ‘over-travel’ of mechanism during from age and weather conditions

operation which poses a significant safety risks;

Maintenance Undertaken
ABS: Older, manually operated ABSs are a safety

risk to the operator during switching. The most Maintenance and testing is undertaken on switchgear

, ) ) as follows.
common failure for an ABS is the main contacts

being stuck in either an opened or closed position;

Best in Service Best in Safety



RMUs

RMUs are inspected and tested every five years. Inspection
and testing consists of visual inspections, earth testing,
vegetation control, oil level, SF6 gas pressure and through-
fault indicator checks. During inspections checks are also
made on the operating handles, earth conductor, tank
condition, pitch box leaks, panel steelwork, labels, and
warning signs. This work is undertaken in association with
distribution transformer inspections. RMUs with busbar
extension units also include partial discharge testing and
visual inspection of busbar boxes. Oil type RMUs are also
subject to major maintenance every 12 years.

ABSs

Inspections are undertaken every five years and include
visual inspections of insulators, arc horns/chutes,
contacts and handles. Earth testing is undertaken at the
same time. Operations and function checks are carried
out on selected switches that are critical to the network
(e.g. Open Points).

CBs

CBs are inspected and tested every three years. Tests
undertaken include PD tests, and dynamic tests such as
the “first-trip’ test using a CB profile analyser. Tests are
also undertaken during servicing. The level of servicing is
increased where multiple trips have occurred based on
the outcome of CBRM analysis.

Major servicing is undertaken every six years. Servicing
includes changing the insulating oil in oil filled circuit
breakers, trip-timing tests, trip circuit integrity checks,
close circuit integrity checks, SCADA alarm and control
checks and testing of all functional parts (both electrical
and mechanical) to ensure they meet the manufacturer’s
minimum requirements and recommended industry
minimum acceptance criteria.
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Reclosers, Sectionalisers and HV
Overhead Line Fuses

Inspection and maintenance is undertaken every five
years. This includes visual inspection, reporting on
condition of insulators, handles, earth conductor rating
and steelwork, operational verification of line recloser,
SCADA and communications signalling, earth test,
thermal vision, ultrasound tests and reporting of results.
For older ail filled type models, removal of the recloser
from service is required for workshop-based maintenance
and testing.

Asset Renewal Programme

The renewal programme for distribution switchgear is
as follows:
RMUs: Targeted renewal of oil filled RMUs with SF6
type RMU is included within the AMP period;

ABSs: approximately 20 units each year, prioritised
by risk, are planned to be renewed. In addition,

a programme has been implemented to replace
manually operated ABSs with SF6 gas-insulated
switches over the AMP period. Vacuum switch units
will also be considered due to environmental risk
posed by possible SF6 leaks. Many ABSs associated
with 2 pole transformer structures are being removed
completely and in other situations cable end
switches are being replaced with solid isolating links;

Reclosers and Sectionalisers: A small number

of older oil-filled hydraulic reclosers will be
systematically renewed based on our CBRM
assessment. They will be replaced with new
electronic controlled units over the AMP period.; and

HV Overhead Line Fuses: Renewal of these assets
is primarily driven by the need to renew other larger
components, primarily crossarms.
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Summary of Distribution Switchgear Renewal and Maintenance expenditure

Table 8.4.6.1 summarises Distribution Switchgear capital expenditure for the AMP period.

Distribution and
Switchgear CAPEX

(In Nominal Price $000)

11kV Air Break Switch 585

11kV Reclosers and Sectionalisers 366 381 381
11kV Ring Main unit 648 913 1,067
TOTAL 1,600 2,055 2,210

Table 8.4.6.1 Distribution Switchgear Capital Expenditure

761 762 796

813 909 945 964 1,092 1,121

398 407 413 430 438 455 467
1,114 1,139 1,157 1,208 1,227 1,273 1,308
2,308 2,359 2,479 2,578 2,629 2,820 2,895

Table 8.4.6.2 summarises Distribution Switchgear operational expenditure for the AMP period.

Distribution and
Switchgear OPEX

(In Nominal Price $000)

11kV Air Break Switch 112 120 122
11kV Reclosers and Sectionalisers 143 154 157
11kV Ring Main unit 358 384 392
TOTAL 614 658 671

Table 8.4.6.2 Distribution Switchgear Operational Expenditure

130 135 141 145 148 154 159
166 173 181 186 190 198 204
415 432 452 465 474 494 510
710 739 774 796 812 847 873

The capital renewal expenditure for each asset class in the above table is based on the results of the CBRM modelling

and resulting Health Index (HI) and Risk profiles as discussed in Chapter 2 and detailed in section 8.3 above.

8.4.7.

Service and Distribution Pillars
Risks and Issues

The principal risks and issues for Service and

Distribution Pillars are:

= Damaged LV pillars may pose a risk to public
safety; and

] Fibreglass type pillars are fragile and prone to damage.

LV pillars are part of the LV underground network and
have been identified as having the highest public safety
risk among our asset classes. This is due to the higher
accessibility to the public. Safety risks include the
probability of electrocution following damage to the unit
and live parts being exposed to public contact. Minor
issues involve vegetation build up around the pillar,
obsolete types of pillars and location installed

e.g. inside a private property.

OTHER NETWORK ASSETS

Maintenance Undertaken

LV pillars are inspected every three years. Inspections
determine the physical condition, accessibility,
vegetation and location. Maintenance on LV pillars
includes lid repairs or renewal. In 2017, a complete
visual inspection of all 23,000 LV pillars was undertaken
across the whole network to identify any that posed

a safety risk or any other risk associated in this asset
class. This programme was initiated following a safety
alert where a metal lid securing screw was identified as
‘live’ in one of the LV pillars .

Asset Renewal Programme

LV Pillars will be renewed based on their type, age and
condition with priority given to fibreglass type pillars.
Remedial works following the comprehensive inspection
programme undertaken in 2017 has been planned and
carried out based on the priority.

Best in Service Best in Safety



WEL is considering an underground pillar design to
replace service pillars that have a high risk of being
hit by a vehicle.

Service and Distribution Pillar CBRM models were
developed during 2016 and will be used to further
analyse the risks and asset renewal requirements.

Protection Relays
Risks and Issues

The principal risks and issues associated with
protection relays are:
=  Alack of spares;

= The significant cost of maintenance;

=  Alack of more complex protection functionality
in older electromechanical relays; and

=  The inability to test electromechanical relays.

Maintenance Undertaken

Inspections are undertaken every three years. Tests

undertaken during inspections are dependent on the

type of relay:

= For line differential relays using copper pilots, three
yearly tests include primary injection testing, pilot
resistance checks, and insulation checks;

= Arc flash schemes, that require access to the light
sensors in the switchgear, are maintained at nine
yearly intervals to coincide with bus maintenance; and

. For all other relays, maintenance is undertaken on
a three year interval to coincide with circuit breaker
CB maintenance.

Modular Substation

We have set up a modular substation to expand

our in-house knowledge and skills in protection and
communications technology. This includes real-time
simulation using similar equipment and devices found in
our substations and integration with our NMS. The installed
devices can also be used as spares in an emergency.

Asset Renewal Programme

Our renewal programme for protection relays over the

AMP period includes:

. Replacement of electromechanical relays with
modern numerical relays; This work will typically be
undertaken in conjunction with other upgrade work

WEL Networks | 2018 Asset Management Plan E

at the zone substation or switching station. Priority

will be on the CBD area where a substantial number
of electromechanical relays operate on critical zone
substation feeders; and

= Replacement of Solkor pilot wire protection on 11kV
trunk feeders with numerical line differential relays;
Fibre and patch panels will be installed on these sites to
cater for new differential communication requirements.

In consideration of the complex nature of the works,
an integrated renewal programme has been developed
that will ensure timely integration of protection,
SCADA/communications and switchgear renewals.
This is reflected in the proposed 10-year spend profile.

A CBRM model for relays has been developed during
2016 and will be used to further analyse the risks and
asset renewal requirements.

SCADA and Communication Devices
Risks and Issues

The principal risks and issues associated with our
SCADA and communication devices are primarily related
to weak communication signals. Weak signals can be
caused by incorrect positioning of antenna, vegetation
interference, failed RTUs and batteries, degradation of
pilot communication cables and the incompatibility of
certain components.

Maintenance Undertaken

SCADA and communications devices are inspected
every four months. The tests and maintenance
conducted on all remote station equipment include:

= Visual inspections, dusting, cleaning and minor repairs;

= Operational checks and measurements;
= Testing, calibration checks, and adjustments;
= Meter reading and downloading of data;

= Checking and reporting status indications and
software error logs; and

= Maintenance of databases related to the location,
maintenance history and status of equipment and
completing test sheets and reports.

Additional comprehensive SCADA ‘point-to-point’
indication testing is also undertaken in conjunction with
CB and protection testing to minimise outage windows.
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Protection interface integrity is tested through insulation
resistance testing on pilot cables and ‘loop-back’ checks
on fibre cables.

Asset Renewal Programme

The Conitel Protocol RTUs are scheduled for replacement
with DNP-IP RTUs by 2020.

Load Control Equipment
Risks and Issues

The principal risks and issues associated with our load
control injection equipment are long lead-times on
replacement parts and compatibility issues with the
SFU-G type ripple control converter.

Maintenance Undertaken

The load control injection equipment is inspected twice

a year. Inspections involve plant testing, visual checks
and signal strength tests. Additionally each year the static
plants undergo a condition assessment and maintenance
by the supplier.

Asset Renewal Programme

Renewal of the SFU-G type control converters has been
incorporated into the plan. The load control injection
plant will not be renewed as this technology has been
superseded by smart metering technology.

Battery and Charger Systems
Risks and Issues

The principal risks and issues associated with our battery
and charger systems are: loss of control of primary
equipment when battery or charger systems fail and

environmental factors such as high humidity and high
temperature that can reduce life expectancy.

Maintenance Undertaken

Due to their criticality, battery and charging systems
are inspected bi-monthly. Tests carried out during these
inspections include impedance tests, alarm tests,

float voltage and condition.

Additionally, discharge tests are carried out every two years
on all zone substation and switching station battery banks
to ensure that battery performance is up to standard.

Other than testing, no other maintenance is undertaken on
batteries and charger systems. Faulty systems are replaced.

Asset Renewal Programme

Distribution equipment batteries are renewed when they
fail discharge and impedance tests.

During the AMP period we will renew old or poor condition
battery banks and power supplies. Where appropriate, some
units will be replaced with dual battery banks and power
supplies with higher capacities to provide greater reliability.

A standardised design is now utilised for these systems.

CBRM models have been developed for battery and
charger systems in 2016. It is expected that the outcomes
of the risk analysis will enable further mitigation of risks in
this asset category.

Summary of Other Network Asset Renewal and Maintenance expenditure

Table 8.4.7.1 summarises Other Network Assets capital expenditure for the AMP period.

Other Network
Asset CAPEX

(In Nominal Price $000)

- H
893

CLA protection relays upgrade

Protection Relays 175 694
SCADA & Comms 304 274
FDL -STE fibre link 63
WHI-CIV and BAR-CIV fibre link 281
TOTAL 1,238 480 968

Table 8.4.7.1 Other Network Assets Capital Expenditure

183 285 331 103 245 209 215
127 298 88 91 93

310 285 628 103 333 300 308

Best in Service Best in Safety
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Table 8.4.7.2 summarises Other Network Assets operational expenditure for the AMP period.

Other Network

Asset OPEX 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027 | 2028
(In Nominal Price $000)

Protection Relays 191 205 209 221 230 241 248 253 264 272
SCADA & Comms 277 297 302 320 333 349 359 366 382 394
TOTAL 468 502 512 542 564 591 607 620 646 666

Table 8.4.7.2 Other Network Assets Operational Expenditure

The capital renewal expenditure for each asset class in the above table is based on the results of the CBRM modelling
and resulting HI and Risk profiles as discussed in Chapter 2 and as detailed in the previous sections.

8.5. OVERALL EXPENDITURE SUMMARY

8.5.1. MAINTENANCE EXPENDITURE

The 10 year maintenance expenditure forecast increases improve the accuracy of asset condition data;
slightly from 2021 to the end of the AMP period as shown
in Figure 8.5.1.

= Increased diagnostic testing such as Corona
inspection and pole scan programme resulting in a

The increase is primarily due to:- slight increase

=  Voltage investigation and corrective works required in preventive maintenance costs across the AMP

following smart meter data analysis; period; and

=  Field data verification and accelerated inspections to *  Proactive repairs on WEL's LV network including
service lines inspections.

MAINTENANCE EXPENDITURE

In Nominal Price

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
Figure 8.5.1 Maintenance, Vegetation and Faults Expenditure Profile
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8.5.2. RENEWAL EXPENDITURE

The 10 year renewal expenditure forecast is predominately
driven by the CBRM models for most of the asset
categories. Further review of the substation assets such
as circuit breaker and protection relays has driven renewal
programme in these asset classes.

The major variances over the planning period as

shown in Figure 8.5.2 are due to:

=  Circuit breakers and Switchgear — renewal of
Barton and Ngaruawahia switchgear from 2018;
and increase in budget to replace old Te Uku and
Gordonton 11kV and 33kV circuit breakers

] Ring Main Units — proactive replacement of RMUs to
address equipment reliability issues

] Network Switches — increase in switch replacement
to mitigate ageing fleet

RENEWAL EXPENDITURE
In Nominal Price
16,000
14,000

12,000

$000

. . . . Zone substations
10,000 Em Distribution
& LV lines
8000 mmm Distribution
& LV cables
6000 Distribution
substations
& transformers
4000 m= Distribution
switchgear
2000 mmm Other network
assets

Distribution and LV Lines — decrease in
reconductoring projects due to smarter mitigation on
spur lines

Crossarms and Insulators — decrease in budget
due to the outcomes of Failure Mode, Effects and
Criticality Analysis (FMECA)

Distribution Transformers — increase in renewal
to address critical units identified through recent
inspections

Poles — increase in renewal programme due to issues
identified through the targeted inspections and pole
testing undertaken; yellow tagged poles will be
replaced in this programme

LV Pillars — increase in replacement following the
accelerated inspection of all LV pillars in 2017

s Subtransmission

2019 2020 2021 2022 2023 2024
Financial Year

Figure 8.5.2 Renewal Expenditure Profile

2025 2026 2027 2028
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9] SUMMARY OF
EXPENDITURE FORECASTS

This chapter provides a summary of the expenditure forecasts presented and
discussed in previous chapters. It provides an overview of our expenditure in a
number of categories over the AMP period. All figures in this chapter are on a
nominal basis (i.e. include an allowance for expected price inflation).

9.1. INTRODUCTION

This section describes the inputs and assumptions used to forecast our capital and operational expenditure.

9.1.1.

The forecasts presented in this chapter are a summary

of the expenditure described in previous sections. They
are presented here to provide a consolidated view of our
expenditure across our business. The expenditure profiles
cover the 10 year period of the AMP, 1 April 2018 to 31
March 2028.

9.1.2.

Our forecasts rely on a number of inputs and
assumptions.

These include:

. Capital contributions;

= Cost of financing (FDC);
- Inflation; and

] Managing forecast uncertainty.

Capital Contributions

The customer works expenditure shown is the gross
amounts i.e. capital contributions have not been netted
out from the forecast.

INTERPRETING THE FORECASTS

As explained previously, the notation adopted in each table
refers to financial year-end. For example, the 1 April 2018
to 31 March 2019 financial year is referred to as 2019.

The forecasts are also presented in nominal dollars.
This means an allowance has been made for expected
price inflation.

FORECAST INPUTS AND ASSUMPTIONS

Cost of Financing (FDC)

The cost of financing has been included in accordance
with 2.2 (11) of the Electricity Distribution Services Input

Methodologies Determination 2012.

Inflation

The forecasts, unless stated otherwise, are shown in
nominal terms. In this case it means we have adjusted our
estimates to account for expected cost inflation. There

are two main cost components to the delivery of our
operations, maintenance, renewal and capital development

expenditure. These are labour and materials.

Best in Service Best in Safety



The per annum inflation adjustments used for each are:
=  Labour - we have assumed 2% throughout the AMP
period; and

. Materials — we have assumed 2.5% throughout the
AMP period

Proportion of labour in | Proportion of materials

total cost
Operations 100%
Maintenance 90%
Renewals 50%
Capital Development 50%

Table 9.1.2 Inflation adjustment for each expenditure category

While the assumed inflation rates provide a general trend
for future labour rates and material costs, there is always
an inherent level of uncertainty in such aspects. By way of
example, market conditions and pricing can change with
relative supply and demand pressures.

9.2. CAPITAL EXPENDITURE

WEL Networks | 2018 Asset Management Plan Y4

Each expenditure category is impacted according to

the composition or proportion of labour and materials
required to deliver the service or asset. The table below
shows the composition and resulting inflation factor used

in each case.

Weighted Inflation

in total cost assumption applied

0% 2.00%
10% 2.05%
50% 2.25%
50% 2.25%

For the purposes of this AMP, we have assumed the
change in labour and material is limited to the assumed
inflationary pressures rather than modelling specific
trends in network components or specific trades in the
labour market.

This section provides an overall summary of the forecast capital expenditure on Assets by category.

CAPITAL EXPENDITURE ON ASSETS

In Nominal Price

40,000

35,000

$000

15,000

10,000

5000

2019 2020 2021 2022 2023 2024

Figure 9.2. 10 Year Capital Expenditure
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25,000
20,000

mmm Consumer
connection

System growth

N Asset
replacement
& renewal

B Asset relocations
Quality of supply

[ Legislative
& regulatory

mmm Other
reliability,
safety &
environment

mmm Expenditure
on non-network
assets

2025 2026 2027 2028
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9.2.1. CONSUMER CONNECTION

Forecast customer connection capital expenditure is summarised in the table below.

CONSUMER CONNECTION

In Nominal Price

14,000 -
mmEe

10,000
8
8 8000
m Residential
6000 customers
Business
4000 customers
. | arge
2000 customers
— Low voltage
400V
0

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
Figure 9.2.1 10 Year Consumer Connection Capital Expenditure

9.2.2. SYSTEM GROWTH

System growth capital expenditure in Commerce Commission categories.

SYSTEM GROWTH

In Nominal Price

8000
7000
6000 Zone substations
5000 == Distribution
&LV lines
§ 4000 mmm Distribution
@» & LV cables

3000 Distribution
substations

& transformers

2000 B
B Subtransmission
1000 - mmm Other network
- assets
0

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Figure 9.2.2 10 Year System Growth Capital Expenditure
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9.2.3. ASSET REPLACEMENT AND RENEWAL

The breakdown of ARR capital expenditure according to Commerce Commission categories.

ASSET REPLACEMENT AND RENEWAL

In Nominal Price

16,000

14,000

s Subtransmission

12,000
Zone substations

10,000 mm Distribution
& LV lines
8000 mmm Distribution
& LV cables
6000 Distribution
substations
& transformers
4000 me Distribution
switchgear
2000 mmm Other network
assets

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

$000

Figure 9.2.3 10 Year Asset Replacement and Renewal Capital Expenditure

9.2.4. ASSET RELOCATION

Asset relocation capital expenditure by activity is summarised in the table below.

ASSET RELOCATION

In Nominal Price

2500
b . .
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<
g 1500 . . . l e
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EE Transit Hamilton (@]
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>
500 Hamilton City =
Council E
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Figure 9.2.4 10 Year Asset Relocation Capital Expenditure o
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9.2.5. QUALITY OF SUPPLY

Quality of supply capital expenditure by activity is summarised in the graph below.

QUALITY OF SUPPLY

In Nominal Price

1600

1400

1200

1000
[ Battery energy
storage system

é 800 investigation
mmm Network work
600 upgrade due to
DG applications
400 [ Distribution
transformer
& LV Feeder
200 Upgrade

projects for
power quality

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Figure 9.2.5 10 Year Capital Expenditure

9.2.6. LEGISLATIVE AND REGULATORY

Legislative and regulatory capital expenditure by activity is summarised in the graph below.

LEGISLATION AND REGULATORY

In Nominal Price

450
400
350
300
250 |
8
S 200 |
3
150
100 mmm AUFLS scheme
changes
50 . Seismic
upgrades of
substations
0

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
Figure 9.2.6 10 Year Capital Expenditure
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9.2.7. RELIABILITY, SAFETY AND ENVIRONMENT (RSE)  wm iccondiioning

for substations

RSE capital expenditure by activity is summarised in the graph below. AL

mmm Distribution
SCADA,

OTHER RELIABILITY, SAFETY AND ENVIRONMENT commsand

In Nominal Price mmm Fibre/routes

Garden Place

switching station

2500 protection
upgrade

mmm Garden Place
switching station
refurbishment

mmm Garden Place
switching station
refurbishment study

2000

LV measurment
to allow DSO

Mesh critical
street light control

1500

$000

Reduce
customers on
PEACBS by
transferring to
PEACB6

mmm \Weaver resonant
earthing

mm Reliability

- projects (mainly
o LN NN e rural areas)

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 = Access &
monitoring —
Figure 9.2.7 10 Year Capital Expenditure video IP camera
m Site security
access &
monitoring

mmm Substation site
security access
& monitoring

1000

s UFF Provisioning

9.2.8. NON-NETWORK CAPITAL EXPENDITURE

The breakdown of non-network capital expenditure by asset type is summarised in the graph below.

NON-NETWORK CAPITAL EXPENDITURE

In Nominal Price
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9.3. OPERATIONAL EXPENDITURE

This Section provides an overall summary of the forecast operational expenditure by category.

OPPERATIONAL EXPENDITURE ON ASSETS

In Nominal Price

40,000
35,000 m Service
interruptions
& emergencies
30,000 .
Vegetation
management
25,000
B Routine
8 & corrective
maintenance
& 20000 & inspection
mmm Asset replacement
15,000 & renewal
System
10,000 operations &
. . - - . network support
5000 mmm Business
support
0
2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
Figure 9.3. 10 Year Operational Expenditure
The expenditure is shown according to the regulatory categories specified by the Commerce Commission.
NETWORK OPERATIONAL EXPENDITURE
In Nominal Price
12000
10000
8000 |
m Service
interruptions

& emergencies
6000
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management
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corrective
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4000

2000 . Asset
replacement

& renewal

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
Figure 9.3.1. 10 Year Network Operational Expenditure
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9.3.2. NON-NETWORK OPERATIONAL EXPENDITURE

The breakdown of non-network operational expenditure by Commerce Commission expenditure category
is summarised below.

NON-NETWORK OPERATIONAL EXPENDITURE

In Nominal Price

25,000
20,000
8 15,000
&
10,000
. System
operations &
5000 network support
[ Business
support
0

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Figure 9.3.2. 10 Year Network Operational Expenditure

(%]
-
(7))
<
(9]
e}
4
(©)
i
(7]
L
[24
o
-
(o]
4
]
o
X
()
T8
(0]
>
[~ 4
<
=
=
o
)

wel.co.nz






10

INFORMATION
DISCLOSURE
SCHEDULES
11a-13




WEL Networks | 2018 Asset Management Plan

oF
e haip pul YRy ¥
[ 00s [ 005 [ 005 [ 005 005 [ 5§1 O aA00 pUnciBiapun o1 prayssa B
Tri [ o T [ [ v v [ T Fas0| ALRUD JO UONNPA TURLAITURL BT PUBLIDE Pul AUy Mg F
[umouy asaym) Sasse uo anppuadia jo SuauoduIogng o
i
DET'0E BEO'TE STTDE 029'TE (3 BOE'TE STTEE BOE'SE TEW'LE TLE'SE SE HTRE U0 A pudicy [
[T [ LT [T [ [E1 [T [l [ [ [0 WATER JOMAU-UGU U Mnypuad "
EGN'ED 95 GIVEL (13 STH'EL BEI'DE EESTE O6'EE 9LL'SE T6¥¥E TINFE HIAN WOMI UT g puadey o
[ 00T [0 WRTE (13 026T 0T S06°T SEG'T BORT ST WUMUUDIALS PUR 320 KUt [eeL (]
[[<] o 1] [ [T [ 't [T S9ET PELT ol Judunsiis pur apn pgnges a0 o
- I o SEr oLt nat [4] At b ek i 113
00z'l 0oe'l [5 [ [ [[g] [3] [ ] [ EEST [CT3] Hyddns jo dageny 3
JUULELIALS PUR RS KR 3y Fi3
00s'l 0os'T [ 005"l 00s't 00s"T oo 00T 000’ EROT e WG Ty SE
SLL'TT SLE'TT R LBT'ZN BES'TT ESHIT I 950'ED BT BLTRT TSEEL A Pt MR 1y 5E
HGET iy 6T FT'E G56°T sor'y L'y 605 (5] TEET LT il waiihg L3
006'S 006'S [ CO6' D06'S 006" [ 05T'TT 0S6'TT E¥L¥T EEYET O FRATRIO) £
sl s Ul 0004 (13
BTITHTE LTEWTE 9 =N T ST TE FTITNTE T W TE IZ N TE TN TE T AT TE BT MW TE BLimNTE papuR el sy 13
Oreld i3 B Fatel SeLd Seld LTe B (4 *] (il A AR, ks 23
| o506 J1ea'se | rie'sz I Juesz |ses'ez | savoe | sevte | |oer'ez | esE ] PMICHESALLIOD TSRy 4
L4
| szs1e | =3 | |0 | P | RO | eseree Jeeree | B3 | VUG ANyl el {2
i
RN PaTEa 0 Semy, g 174
RS BOL'S RS 19¥'5 OFE'S EIT'S BOL'S RS £00'9 520'% [T SUORNGUYLCD [EdED j0 AN 55 4
- ] [0 Bazuwwy oy ingd [14
fid
ERLLE EBE'LE SB6'SE BE9E SIEFE 055'SE BOT'SE LFLLE FET'BE TALSE FFLSE RTEE Uo aa|pusdEg 14
T3 T3 00T THET T TIR'T ' [ DEE'T [ i MATPE YIOAGAU-U0U U0 Aungpaadic 4
EESSE TLE'SE S56'EE BEETE TEBTE OFLEE BT SrLOE FOv'LE BOE'SE TEiFreE LI 0N U aampu g &
EIST 53 PIF'T [ EZLE Wiz (53 BEET E90'E TLR'T SR WHLUDIES PUE R34S KpEI i e Fid
¥EOT o'y oRG L 1587 S ST =T LIw' 05T T BEST WBLURAAUD PUR Mgt i ris
- - - - - - - T LRE [T T AungmnBay pus sl o
BEYT 950 vEK'T T0KT 1L£7T hE'T ITE'T R i [ 060°T A ng o Aaweny 5T
UL AL P A0S KRy T
[y £EH'T T6LT ESLT ¥ILT [ vt [ 180T [0 [T PRSI 1 £f
50L"BT L05'PT 9ES'FT vl el BZE'ET POS'ET BSEET ST0'ET BES'FT 15671 ML PUR UL 1T 1
[ Gy T T Wi (153 06 s L T T yunnad wakhg I
LSEE1 SB0'TT GIH'TT B35T1 FLETT 590'TT [0 [ ¥ER'TT T9K'¥T BEY¥T WTIIULTT FRLNRITT or
TR PuRUou Ul 000% 1sE3AN04 Sjassy o amnypuadyg (et |&
BT N TE LTIWNTE ST TE ST TE PN TE ETIOWN TE T TE I TE 0TI TE BT AT TE BT M TE PEpUS SRS Jo§ g
OreAd ] B0 £ fTE] FAd el T TE] fE] L] A DR RIS ¢
Aaran
UMD SIS0 TR PAUDNE j0 Lied 100 5 UD0BLRg SYL
vy heoymumpchn A rpurs) o] ROERLIE U KSR L0 AT PURCE [0 THIESAy JI0P RUILIOU PUS 300 SRR W1 BOURE R ELL U0 Juewiues Lioyroeto appacid s igal
B ey 0 e gl ) da %.ﬂi B o gy
e 5] Pelgmbe) Sy TULIE, SO0 FEUSLI0U Pt SO0 JWRTII00 LDG 1N PISHULNS 00 O 5 TR0} BUL WY 4 6 300 18 i B DY L TURISELOD Y PINOUS SAEIA0) a4, Pograd Bujuueyd 604 0T ¥ DU ST SITIOEHAR JORLITD B 0y SIVEE D0 RINUpUadn FEa0) j0 d SHIL
FUNLIONINI TVLIdYD LSYI3E04 NO L8043 .hn.n IINAIHIS
HZ0Z YMEN TE- ST0Z |1Mdv T POUaY BT iy
THOMIEN T8 WD Aroduiad

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

SOv'F I £60'S Tor's TEL 1 562
L
S0v'F £5¥S £60'S [ TZET [=3
i e} vk ZFE Tl [ T4
- 1=
E90'E (1174 [er g} 0os Zis
4711
0o0a't SRET o'l BES'T (14 o1l
| OTET 96T 00 4,19
L'y vy 'L SHL [ EL1T0
BIF'E BIFE LTR'E [ B BLE'Y
005’5 [ sTTE 056'TT EFEF BEFFL
|5
oS0 [i,7=n1 [, ¢ [T OFFT BT
1137 LE3 1) FE? BEL 16T
(i3] ETER EEFE [T BRI [ a4
[sacayad qumansco ) 0005
EL AT TE IT MmN TE TN TE O JmA TE BT N TE BTN TE Pagi ol oy
40 o] f ol o] T#d3 A A JUBEAT
EES'E SEEY 6395 6ZE'S 15y TrLE £80°E BEYE [ ]
EEF SR EEE EBE L T61 BFL LB 5L EE
001t [ #i5'S [ L'y T55'E SE6'T [N 'L Lt
E0S £y ¥EE [ £or 522 3 £6T ¥EL ¥
POz THE o1 [ 6L 58 56 [T [ [
L 13MTTYAS h_m—._._.t.‘ h-!._._.&_.-. 13T AS B - OE fdy Z
662 3 | »z | 2oz 1T 0 3 [ 55 3
ek [ [ [ [ [ [ w1 16 s
VEB'T =1 5857 SO’ SOE'T 'l BSLT 06 £95 [
(=] 05 565 =] [ 5 605 [ [ i3
ar'E S6L'T 6T [ rt 81T [ oel s [
—}
ST & TN TE ST ¥ TE LN TE - 20 ] T2 TE OF 494 TE LA FTANTE  papud Ak )
OT+*A3 AT f el L83 Fl A [ L] E+dd otk [l AT ADEL JURLIY

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

SN0 [Eleded 533) yimod wapsis
el cagrdd Bupuny Sut U e |RUOE) STy

aunmpusdin yissod waysls

MATEE JIOMIAU EHED

seaByTas LONAGLISO

RSO ILE PU IUOLAST LR LD

HOEI AT PUR UOINGLIRG

A K1 pUE LONAGLAKG

ST Ut

uofFRUELROq R

ymoug wayshs ety

U UIUOD R e LeyeuLad i)
2o gy Sutinguied (ruded PR
A PSS UG{ULOY SHERTUTY
AR i ni PR TR,
|di smunsue ga)
ANTT OBEACA LDy - SHRR015N Jalie]
ADDE TR0 A M0 - SIDEn) AN

dddddd ) P S|
DT A paigIp i) Aduniueg

Lo Junsued ((n)eT

WA U0 MnY PR
SR 0 MISU-UOU B0 aanipuasdny
TR RIOMIBU LD BN
IR0 P AR R TR e
LRI PUR R3PS K|S S0
Aoopeynda pue sanem e
A o gl
SIS NG DUE ALS e R e
BFENOP YT
P Pt L and ) iy
e
R BN iueY
SISEIRIO) 231 JUBISUCD PUE [EUILCU UIAIBG 23UIBH0

GERANRSREEEEETEE B TERARMRNARRRRE REEGUIEERELERR

wel.co.nz



[ 13

00’ [T anET oL Li BET'T sugpnguaues eedes e Lddne o baenly [113

1 Atkdres o Aesid Buspon) muoanquiuos pede] sy ZET

I3 [ 5 o5 [T 06I'L aunpeaadan Rddni o Aigent T

ApRdnt o Aupens - sawwedoad Jo fsafodd Jaie Iy T

Pap fr Le pusppes Apney, (244

[meeBoud wo Pedosd jeLAgE p0 Eapdulsa0]| Fid

-| 6mE AL it SRLRIRANS PG00 OF PaiBa D0, - AHIAD) Jamty Fiid

o5 [1: =3 o5 s 9 PUCH F3pdde 0x 0 Sng spesl) oK §oms| ST

05T [5 5T ST LT [T hujeris Jamod 5T

. DoE BEL wempthiiascs waibh shcy dusus Aagie] FEL

[raomid puegsuns uf) 0005 eRunnifios so 13aj0ug T

Addns yo Aypenp:(mjert |

£ A0 TE T M TE TN TE oz e TE BT JEN TE BTN TE PR Al sy 7.4

Fol2 L= B+ fa bl 40 AJ JDY puaLny T

144

[T [T [ [ 795 TSE'T ] P D S SUO] Jasay Pl

Os0T LY 06EL L il BIST iRy Jaid B puny sudyinduies [BUdey Ly LIF

[ 05T 008'T [rd ERNT DEE'E A PUE SUD{ETR 1935y s

SUC{VENNE JIEDE - SeUWriBoud 50 Pakosd sEno oy 1114

PARE i S0 DU PR, PIT

= -| ¥LE SUOLES 1144

s 005 [ [C5 005 ¥LIH Fifd

rﬂl, o D05 nos 0 s 0N 2 AT UL Irr

> 0aE or FiLd RdAg yogman} jiuE | OfE

= [ [ [ [ 15 [ BuspunoBapur g

m R sumaues 1) 000% e e #ar

S suolEIopy Jssy{ajerT [sor

S
S £Z 2 TE TE BN TE LW TE OF = TE BT 12 TE BIENTE  Papud mad oy sar
W [OE) [E) [ FOE) [7E) A3 sy, puziwy sar
%

M L4

ee} BT TSLEl TREEL LT TRt BESED UGG [ VL | P P Sus e ey 17:14

pay 55T 561 561 551 551 Z9E |EMaURE PUE JudLcRda) Jrse Bupung SUGNRgUCD [ENDEY SR zor

N [l Tl PE0°LT BT SLLFL TEEEL A pusted | B ol jueudoipsas Jay nar

H 554 [ 506 57 oL s SIATSE RAOMIGU U0 oar
X [1K3 L B90°E 9951 A B5r'l i vengLig I3
) s €8S oS s SFLT EZE SEMULIO SR PUE SUD{IESGNT UOANGIISH S
M 54 58 sl [os] 'l TaE HHAE AT PUE USAGLIIG i
m 08 908 o't [T oL 9106 I AT PUR LGNGO 95
— 55 TAY [ v [ T SU{IETRG BuaT 5
M 11} Tt [ [ [T wiasaR g s
fseand s i) 00% |EMBUSY PuE Juawadepday 1assy ((a)eTT &
E LE LR TEIeNTE T4 T OF FAl T LR R WP T g el oy I
- [Tk ] [ k] [3.0] fP ] ol A0 IO RN 18

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



179

WEL Networks | 2018 Asset Management Plan

LT

T S9ET

1T BES'T

I

LT

T S9ET

LT BES'T

EL9

(11

| s

SBR

=13

05T

| 0T

001

£ A0 TE

IT AN TE

TT N TE 0L N TE
E+D il

SElr OLE

S OLE

AN
L]

TN

TE N T OF JEN TE
E* it

[ worasuoe vl 000%

BTN TE LW I papua sl oy
(L] AT JODY PR

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

IO e 0 T I DU A3 PRI SN0

duiatuiaua fuk Aagis K s sy Buipuny suonnquiues Fdey i

AP TSGR PUE A18JES ‘ALY MM

WRUILGIALD PUE KBS UHR S0 - doud = d

el
PRI MU PEUGTRPRD FAIL

WIS A0

PRHLI NS PR AT

BUaE] ULy Jasea )

BUa A 440

1o Jo - BpEldn 0o oG g

0 PUT 55300 AT ALS

ARG LUy vt

VLRI SRy Uoey

BpEBn U000 LONES BUppiiivg 208 UIEURD

FHINOH G|

1REDNG RIS BTy ASEUCAIEN)

SUCHITITE JO] IR Ty

EETTITE T ey

JusuuosALg pue AYages ‘ANIIGel Y Y10 (A)eTT

FeennGLGe) FIE F Aojepiles pue sanersde)

Aropeprda) pur aanemda) Juouny L L

aungpusdes bognrdas pur anepale
Asmegniiag pue aapemsda) - sawwesdosd jo safosd Jaylo v
Papaau jr SmOJ [DUDAREE 3PN,

[ Beud 5o padoud Haaging o epduag)

[amaeloud o pelcud [Raaana o worduag)

(e Reut 5 et (haaia g oA mag)]

e e e |

S uEu_.:ﬂE.,___

s mannathaa ga kg

haojeinday pue aaepsi@a) H(uajett

ESF
el
e

L1
fiis

AAFIIAIIRIZRRG

LR

wel.co.nz



Jozs't |ess'T | sov't |ssst | o't |3 | TIESE BT B0 SNy BET

281

- L I 3 [ [ i | arpuades (kY £l
S [ | [ | | ] | Puaddich (Ediin - i s
o PADIAU i 41 EUOTIEPE FpPUT, HT
kS (rwweliosd jo Dajosd |euaiw jo vond o) ERT
m |pwiwerSosd o pafosd |Eue jo uodsag ) 780
& Tewwnlosd jo afosd (i jo vondung| e
m |swwerSosd o0 pafosd jeuamw jo uodursag ) 08T
M_u |rwweiSosd o Pafosd |Puaiew jo vopdosag ) BT
N « SunmoABosd 10 a0 BT
4 asmypuadsa iy I
< Joza't |3 | sor't | B |3 | | unypusdi supney K
3 [ | [ ] | | | T i e 20 sasidand sma0 iy ser
< PR J s ERCTIED AP, W
. |swwerSosd 0 pafosd jeuamw jo uoidursag ) ELT
") oor [T ot Dat [-3 % |rwweSosd 0 Pafosd |puaiew (o uopdEag | EET
vinuv par pat aat 055 055 55 [swweiSasd so Pafosd jeuaiew o uonduersag | T
3 00T RE S0 [T [ [T |pwiwesSosd jo Pafosd |EUEW jo uoduEa | arr
o sl Loy oo 3 3 61 (B Bass 40 0103 g (o Uona 1] s
z franyad yueysucn uy] 0005 o SUnEnABaR 18 Aok w1
W wungipusdics supiscy sor
SIasTy OMIBN-UON HXIETT (50

ETIENTE TCWTE TTARTE 0T A TE BT WM TE BT I TE PapUR sk o) ]

@ §243 Fave] e A L A3 a3 s I

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

WSEEL E0'ET TOL'EL 10T SH'EL R 1513 LES'EL EDS'EL B59'EL EIL'EL
085'5T 06551 06551 DB5'5T 06551 D85St 06551 DES'ST D85'5T 06551 085'ST
[0 ETFL £I¥'L [T ETF'L [iT] EIFL [iT EI¥L ETP'L [iT]
LiT8 LETR LiT'8 LETR LT'R LLTR LITR LiT'E LITR LiT'R 2iT8
e EIZ'E s 1118 Si0'E 1] [ L6008 E1ER [ 5T
58 268 ) [ T8 [T 6PR L18 T8 o] SOTT
980Y SEO0P EES'E EEEE PI6E'E S0RE TELE BESE TESE S00'E SOT'T
BIL BIL BIL BIL Bl £ Te0'T TRT EVET EEE'T £
1557 1557 155 155°C 1552 1552 1557 1557 1557 0ES'T I
[saoqad yueysiod uy) 0DO%
2 AW TE LT IATE 9T N TE ST W TE PTIRATE £ WM TE TN TE TN TE OF =W TE 6T 1A TE STAMIE  papudseal oy
BTeAD oD B3 e LIYE] (3E] D [LYE] el (V%] A DR RIS
BE5'5T 506'82 [ s REG'9E 145'5C POS'ST SLT'SE LSE'¥T OLE'PE EIL'EL
Siv'EL ERBT LEa'al BLEHL L SEVLT TRYEL 'l BEEST SEL'SL DES'SE
6 L50'6 L5E'R 1098 Tiv'E SETR BT’ ST6'L DEL'L SLL'L [iT
SITOT 0666 LL's 5556 SFE'G BELE BEGR TrL'R [35T] T9E'R LITR
ELLOL HEH'G W' BYE'S (13 a1 EO'E o158 S FEL'E EEL'E
6601 LE0T 50T 60T S5 556 IZ6 ) 08 [1E SOTT
9005 e LTS ST [T IIT'w 9l vER'E DwLE SEP'E SOTT
EBE 1] 58 o 2 [1191 OETT 2011 BEE'T 09E'T T8t
ST T00'E o' 96T TR'T ¥IET 0T (7%3 1597 5T T
(smj0p jeujusou uf) DO0S
§2 W TE LT IRATE 97 N TE 52 W TE T IRATE £2mMTE TN TE TN TE OF = TE 6T 1A TE STMMTE  papudseal oy
BTeAD [2Ve] CE] e CIVE] (3E] D FLYE] ey (V5] A ADBL AL

“SLEL) JEROP [PURLICS P 04 JOEIS03 Y300 Us Peands g 04 5) FEX0) HUL WY SY1 U| 100 195

BTOT YU TE -

ST0Z Idy T

THOMIBN TIM

pouad Buruutid 4N

oy Auodwoy

juy Bupoddng ) yim

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

Jnypuadxa [Eucneady

Lsdns SERUENG
Woddns §E0MIN PUE SUCIEER0 WSS

2 maombay
A PR JUSMEORO) 1Ry
Lo 351 PUE AJUBLIUIE AN3LI00 PUE SURNOY
rubusleur voneaag
Al pus suondnLa ) aNAE

Jnypuadxa [Eucneiady

uoddng SReUrEng

puE suCEERo washy

audg mrommiay

AR PR (USRI 1Ry

Lon3adsiy PUE BOUPLARIEL MO DU URNOY
woussieuna uonenBag,
FROURLEWE PUT SUCIELITU AR

15833004 InypuDdd [EuoriEs o

gg%‘ii!%ﬁ!ﬁ
"SI0 AiopbURh AIIRFUEI] PT ANPAES Uy SISEXC, ANTRHURIS FHUSTIEIB00 JEIOP IUIUOE R 01K FEIU03 iR N) MOSRMIP I U0 TGS AXIEUE| B3Aid 150 1903
15102 8 Pnoys sysEX0y sy powsd Bupuend sead 0T & pue sead 2nsopsip ay3 0} aangpuadea oy ) o amop

JUNLIONIdXI TYNOILLYHIdO 1SYIIH0d zﬂhuﬁnuu ‘q1T IINAIHIS

g & sanba anpags sy

ARENARERR

w

ar
&7

a7
£
an
5T
f
i
[
i
ar
&

3
£
fasgas

wel.co.nz



'S 2015 L5y S98'E LLL'E LT T [T T [ - anppuacs [Reolpeadn I3

SER'E L5VE LE0'E [1i13 £EEE SER'L 5% 20'C B¢ [ c A0 RIOMEII-SON &F

LT FaT T E¥IT E50'T Tig 089 f44] LEE Z9E 5 odens saung ¥

0T ET8T [ BLET LT 96 oL e 773 il - pendd JJ0MI PUR SUSRIDIE waslg 2F

6581 [ DEF'L FEL'T [ [ 168 £05 3 SAL xadp yuomian o

0z o8t g51 LET [ 3 [ 1% ¥E 4t - BRI PUE LML EN 1055y 3

616 08 €65 009 05 0% SIE 3 6T [ - LD PUE SOURUSIU|EL BASALST Pk BUNcH H

¥t [ 13 [ 3 11 (3 9 % [ - Juualruew uoneaday i

FiS s [ 3 [33 [753 a1z [ 501 5 - sopusliouns Pue U0 SIS L

0005 SISEXDS0) (B00 PUR [EUILIOU UBBMIBG BIBESLL] | T

STEWTE LT =N TE TN TE SEEWTE YT N TE LN TE TN TE TZ =W TE LW TE ST =N TE FTEWTE  papuseak sy or

.Im ored (%) LR FLe] 443 SHA2 ] E4AD k) [SVe] A d0ay manny &E
a BE
m RARUNTUED A Jo Arofee 3y g 132AP 04 Saagades AG ainppuadea Buy 12ang . | £F
I FHE FHE 23 FHE 513 FEE FHE ¥EE FEE 1413 ¥EE ARG 3
& 3 =0 5% 3 £ty 557 55r 3 55% 5 3 IHUIOEAB] PUR 2RI 5E
= - . - - . - - JJugg 1300 o
W B5T ‘BGT -1 86T Bel sl BET 25l 179 BEI 11 E._E‘ EE
B UCRINEAL “PUBSEUEL 3RS PUrLap pue Aoy Ay I
m (umouy aaaym) ainypuadss [Euciiado jo sluduodwogng | IF
m FSEEL EDE'ET TOL'ET TOLET S99'ET PEE'EL ZL%ET LES'ET EOE'ET BS9'ET EEL'ED amipuads |euojiessio (3
3% DES'ST 06551 DES'ST 06551 065'5T 065'ST 06551 065'5T DES'ST 06551 065'ST e ] [+
—_ EIWL ETFL ETF'L ETWL EIR'L ETF'E EI¥'L ETP'E EIFL EIFL ETP'E poddes ssaufsng ir4
L Lil'8 LR LEL'R Lil'8 LET'R Lil'E LR Lel'E LiT'R LE1E Lit'e peoddre yomiou pue suogesado wasls Fid
° 3] EIZR T's 5 SHR 3] LR L00'R £IE'8 [ 5] xadpy ysamiay 9
.M L1750 BER BEE BeE TER L98 B LTR [£4-] [0 S0T'E |EMIUAN pUE JUMUATECA JasTy L T4
m S0 SEO'F EEG'E EEGE PIG'E SOE'E TELE BES'E T85'E S0FE T iﬁ‘lgzéié ¥
o [ BEL 6L [ BEL 'l 80T TR ¥ TEET TBET AR FuR UenElada £
w I55 ¢ I55¢ y 55T 1557 ] I55¢ y 55T 1557 ) T55'2 ) 55T DEST TFE'E .-E].I!Sﬂﬂﬂrﬂli 4
2 [sasyid Jeepsuns i) 000 1z
W TE LT N TE 9T TE ST AW TE TN TE £T90N TE TE RN TE TZ RN TE OF W TE 6T = TE STIRNTE  POpusemd sy o

DI+A3 %) e L4 442 §HA2 P e FLTE) T+ A 03y jmanny &1

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

(#pe.d A spun o afruacsad) pouad Fusued jo weis 3 vonpuoa Jassy 9E

£E

wiN op [paunow apod] G2 ANZTFTT/99/EE JeaByIgims LOPEISGRS aucy A |FE

¥iN o (payuncaw punoul] g3 ANZZT/99EE JeaByIyIMs UOREISGNS AUy A |EE

LI, o (sroping) g3 ANOTT/99/05 JEaBUDIIMG UOREISGNS AUcE M ZE

N o {1eopui) 9 AMOTL/99/05 JeaByums uoneIsgns auoz AH 13

‘| RE on MNH MEE JeaByIjImMs LOPEISGNS aucy A |0

& %0000 o (Paguncyy Bpod) YIS ANEE JeaBIIMS UOREISGNS AUy A 6T

YN o [Parunoyy punoeD) YIIMME ANEE JEaBUDIIMS UOREISGNS AUcE A |82

| -| %06 vr WOTSS o [oopIing) 82 AMEESTE Jeadiims UoNEIEgNS aung AH £

| LT %0T'55 o [oopul) §3 AMEESTE JeaByIjimMs LOPEISGRS aucy A |82

YN o +ANOTT SUONEISGRS Buag SHUIp|ING UOREISGRS AUy A 5T

-|¥ -| %B0'9T HPO'ED %LB0T o 499 01 dn SuCHEISqRS Guoy slup)ing uopeIsgns aucy A |FE

N wy A|QED AT LEGNT UOISSRUSERGng QR OIS ISR QIS AH EE

wiN uny (2] +A%0TT DN LOESSUEN GRS B|0E LOME UL M |22

¥iN ury (paspnasasg Se) +ANOTT S UDISSUSURNGNS BB LOMHS|USURNGNG A1

YN wry (pasunssaud 10 +AR0TT DN WOISSILSURIGNS BB LOMSUSURIGNG A |02

T wy (34700 +A%0T T DN LoIsRUSERIGNS F{QE] LOTSIWSURGNG MM BT

|t -| We6cs %IZT 180 [ | [ud) Ax39 03 dn 9N UBjSSRUSURRNS QD WOTEUSURNGRG AH i

¥iN ury [pasunssasd seQ) A¥aG 01 dn O UO|SSRUSUENGNS BB LOMHS|USUENGNG A LT

YN ury (pasunssaid o) A¥95 01 N DR UD|FSAUSURNGNG BB LOMS|USURIGNG AH 8T

=T =| %0898 WELTT HO'T T4 ] wry [347x) A¥99 01 dn O UOETRUEURAGNS R WO IWHURIGRS AH T

wiN . uny SOPNPUDD +ARDTT HO UOIESIUSUENgNS BU) LOMES|USUENGRG AT

-t LEGES WEAYS ury JEINPLCD 4SS 01 dn HE UOjSSPUSUENGNG U] LOfSS|USURNGRG A |ET

YN o sadi ajod sg U] PEIYIAND mwo |z

WEPLT E = WL w0EL WLOCTT T o sapod poosm, U pEIYIAAD i T

WLB0 E | WSETL WHE'EL WLST wFL0 o SEINAE (0035 [ $0)0d H0uIm0 U] PEAYIAAD i ar

smak g 1) &
o pacedan s b aprig £ BpRID T apeiy 1 Bpesn sun SSE 1Sy lucBaes jasey  aleyon

84 03 J5E30u0y
13550 J0 % 7
(apead Aq syun o afejuacaad) pouad Bujuueld jo RIS 18 UOREUGD sy £

Jauyas

“SYIBU N33 0F SajR Ly U] PasSaudid DU JEL) "S185EE DY PUE S)GED o) Bupejeu sun |y “ETT SNPOYIS Ul SREIICY SI0SEE LD BUNYPUSEGS S4) PUE dY SUl U] PAPIACUE UORBULIOI] SYE YIIM JUSRSIEU0D B0 PNOYS LOEELLUCHL ||y “SIERA § U Suy) U] pacejdal ag o)
SN Jo aBrIuFad HY1 0 L300} € £ PAIINDIU O SULNI UOMIPUCD JSEE SU1 U PISOPHIP Sangea 3BEIUaCLS Sy 0) SRR JUMUSISEE AIRINO0E BIEP SU | JEad JSEI50) SUI JO LIEIE SUL IE ST SSEP 19550 A UORIPUCS JITEE JO UMORYEDSG € SN SNaLIE SRl

BZ0Z YEW TE - 8TOT |Mdy T

SHIOMIAN TIM

NOILIONOD 1355Y NO L40d3Y -eZT IINAIHIS
parag Bupiusid diNy
awop Auodwa)

wel.co.nz



WEL Networks | 2018 Asset Management Plan

¥iN

- w/N .
“|€ -] %000 %00°0E
I -| %00°00T
WESE £ w000t b T -| BEES
WAT°ST E | WLTEL HIT6T WILE
- w/N .
%800 T -| WBSTL %58°LT %E56
w070 T = SB00L W®LOET ®rFZ 0
900 T =] BE0TL RISL WEZOT HITTT
- wiN
WOO0'ST 13 ®00'S wITS WERET HET'ET ®ET0
wWoLy £ o WPCET WO0L WEE'T
T 13 w998 HATE WG ®WeT D
WL | *| WaEIR WIEFT WIEE
- wIN
WErT L -| WES9E 08T WL WESD
wrlE L =| MEESS L0
WAR'BE It *| %D000T
wiN
W0 T -| o198 WPEE W06t
WSZ0 T - ®atae WPEE W06t
- ¥iN
wiN
WIES z of T WEEBT WEOY WSO'ZT
._m -| ®BED'LL WIG'ZL
sapad g
B u| paoejdas mu!..hlﬂﬂin Umouyun ape.s v aprn £ apin T opein T apeig
oG 0] J5EIDI0)
W JO %,

§EEEEEESSfs g EdEEEFFBEHEE

SEUUNL |9}
SAEfRY

Jueyd pas||EnLay

sponuoa Suppnpuy siolede)

wayshs ai@us e se Bupesado Wwauwdina SUCTIEHUNLILIGD PUB YOS
[nawna put a3e15 PIYG% EIEIPIWSI0HA] AR LONIN0.
SUGHISIGS DI ADE IBILNILIGY W_-_.__fn._

g yEIeANS BHO A

3|GED DN AT

HOPNPUST HO A

HujSnoH LOMEISGRS PATLNCKY PUNDID

sanjejnial aBeyon

SBULIDJSURIL PIIUNDIY PUNDID

JAUSCSURS ] PIIUNOW #0d

NNY MZETTYEE

ity ddacos - (pagundw puncul) yIums ANTZTT 9 EE
[pagunow Jjod) sa5n) pue SaYMS ANTTFIT/99/EE

(soopul] 83 AMZZ/IT/I9EE

SIS||BUOIIIIS PUE SI50[394 - [paaunow apod] 53 AMTZITT99EE
BIGED DRGNS LOANGLISK]

i T LORNGLISH]

Jid JO 341N SN LongRaE]

J0PNPUDD YIMSE

JOINPUCT MGED (LY HO LOIMLISHK]

SHINPUDT M, URED HO WHINGLISK

FIPACISURIL WOURIEGNS JUDT

SR 39Sy

1A e

|Qswa) peey I

|euue) pec I

SHUeg soypEdE) I
SUBRENUAMULIOS PUE VOVIS I
UOIaN0Ug I

SUBRIAULET 5]
BupyyBpaauig A7 ]

A|Ge] A1 ]

aun A1 "M

SUOHELSNS UOHNGIISI
SBURICSUEI | UDANGLOSK]
SBULICSURI | UDMNLISK]
SHULOSUR ) 0T LIS
seaByayms LonnguUIsg
meaiyaymes wonnguIsig
seaByayms vonnquisig
FERBLIYME LOBNGLISK)
SR ME LORNISI
AYE) UOANLIEK]

A|GED UORNLISK]

A|QED WoTnasg

U LonnquUIsig

DU LORNGLISI)

U BORNISI
SHLIHSURIL WO[IRISQNS JUDT

tXfEETEEEEEEE2EE

AoBayer gy allejop

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

MASVYIIVIGUIRAARIIQARGRARERRE

R

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

LOyRBJ G LT 300 A Ansel o Jeyng ap Loiiaii 1 o) Aader Kaakaf puaeg |

SRl Ge Uiyi beaririund onf KT T3 711 - T = ___..»E..s_z._....
ARG g Bunies Aaualiau S T Loy bonBiiiund onl NOTT B CTIH B Tls : o
P LAY G ] 08 SHIONPUSD i ANEE Bunsoou) sy Ag pagn BICL LN ERALSLELGIS] WER [T 7T m Tl o -
A Go iy bl snd o wor ot NEL : lon - .
e e o ®1§ 5 T 5 EEwAEy 01
*[RTA) sral prseuy smmsnpsueli] wEE ar T = Thlae = .
Ay S pepEidn ag e pun Syl ST e unn ualieug
SHERA Ge Ul WART00 o oa BT WAL 7 wle = -
AL Ge UL ARTA00 O WED ™ 7T 7 o = T
S vopmria dBeyon o) G PR R DRI gl W ST UE TS WIS ] WER £ O G ey
SINpUS i ABEE Funsotu) gl Aq pawin
Kl Dt A poima - i) Bapupw-£ Al Ge wiji vt on| wel [ =aL ot | o 0 AARE 5N, - mng
o AU Al PAPRIGWA Y AU Parseg Ag pauma - | Bupuma-f WAl Ga WyE RIROT oN| KES o T3 Tl oF o T
Lol e Ungaew v ou Wi M3 T3 o T — —
L Ge iy, beaiiiund ol N 0 oL s =ils = o
A TT AV PSRRIl Al Ce Lk buaiiiiuod onl W2 T =0T 3 ~Toe : o
RATRA i LI SRITL03 O] X [ WAL it T 3 it S i
E10T 1005 101} PaSULRG SR Gb Ui Bl 0D o m T T - —
A Go i tntiiisnd o MEL T T m ™ I = —
SR Go b benribsund on ML Bt ™ 5 Tl - R
SR Ge UL tRess0d o MTZ B T 7 M : —
AR WAMOT O 305 AJUNdas- UE SE paparial SIPR G UL WURRIETUO0 O T on [T 1 o n S
Mg aesd o eluruT 0 90 900 HRUGIURL VAWSTE s iy
SHERA Ge Ul WAR00 o el ot B 5 ot - —
SHRA Ge UL ARRTA00 ON| WS ] MET T s : —
AL G o LR AP0 O el ar i T e o —
SIEAk o LI IAEITII00 ON| RIE EL EE m I o S
A Ge Wy o ol Ba aF WES L e r e
ey 2] £ =E3 0 vh i " T sl
en A RINPU 63 BNR FLERSE o wna wrrmmusuragr] i T3 WAL T ol - e
WAWETDE 0 MINPLD HO AYEE AQ pazun
A e Lgie poergiund Sl Rl ¥ WL o T o =
asarueET] {mnm) [wnw) E (L] i) (L] twami) trogigny suny b
LA G eI wAg s Mpedey  umekse lpede  Mipede) Mpedey s uopERED lpede pron wed BT
Agedi) wing paptiiu I e UL ppEIEL ULy pagtying Hdang o Jpmcag LI P L
A0 EHEEIOn 1R S
SUCIEISGNS BU0F - Yimoun wayshs :(qzT
ot 1IN APTAI PUAGU T U)W HmEY S0 0 LT S45 00 AIRE PRyt san
B U] PAEVA0SE ORI "INV 5 U) Bapwod | B e 0 Pnoys papacud EVED 34 AU ¥ QLSIP FLIND pue IV RS D O} UORES I PUE AUCBOET 15EU0) PUE JESLIND 10 WMWORERRUY | SN SNPHIS ByL
ALDYdVD LSVI3H0d NO LHOd3Y -9ZT 3TNA3IHIS
HZ0T YN TE - BTOZ padv T Porad BTl dIVY
SjIoMIaN TIM Sy Auroduay

F

"

SRRRERAREE ®R

R -

r4

ok

wel.co.nz



M WEL Networks | 2018 Asset Management Plan

papua seak soy

wBil'v %l LTy %Nl WL wBi'v
e %05 05 w15 WES b
85 65 65 &5 65 0
gEIT TEL'T SELT 00T'T E0Z'T STE'T
o'l osz't LT BSI'T ozt SEL'T
(51) (sT) (ST) {51) (sT) (51)
LEF LER LBV LEF LER LEV
911 911 a1t o11 911 a1t
016 vi6 816 3 9z6 G
[1]74 BEE ST 8L LT TLE
DET a8z BT 8T ELT TET
- - - - - v
o6z 14 i 4:14 ELT LEE
ETIRW TE TTIBNTE TZIBW TE 0 42 TE BLIBWN TE BT80N TE
S+A2 e £+AD Z+A0 T+43 AD 034 JURLN)
4 z 4 T T 4
015 agk TSE ITE 114 0T
OFET STET OTET S6T'T LET'T DOK'T
3] (€] 4] {€] () g
£T ET £1 EL 81 £
ot ot ot ot El b1
st g9t 591 sat sat saf
S5TT orT'T SET'T o011t S60'T OTET
EZ JEWN TE IT 1M TE TZ 1B TE 0Z e TE 6T 1B TE BTN TE
S+AD ol E+AD FLrt ] T+42 A D3] Juaiiny
SUORIIULDD JO Sagquung

BZOZ YMEeW TE — 8T0Z |Mdy T

SHOMIAN 1IM

papua seak Joj

opes sso7
J013e} peoy

sas50
542 01 pasanap Aliua o) sy
sd o4 Addns sop waishs fuuaue Lpmeega

903 S0 (wouy) ol panddns Auaaag N 55
vopeaual panguIsp woy payddns Aypuisa s
sdD o) suodwa Aypuiza) ssay

SdI0D wouy panddng Al

(ymo) paiuies sawinjoa A3piaaa

$3ujod LORIAULOT SIaWwnswod oy Addns sop wagsds Lo purwag
BAOGE PUE AH 3B SHOT SO0 (LWOK) 0] SIapSUR 3B S5
PUBLLISD WSS JUSPIIUIOI WRWXEN
SADOE PUB AH 18 IndIn0 uopesauad painquisiy s
PUBLLISP XD
{muw) puewap wayshs JUapRUI0D WAWXEW

puewag waishs (1)oz1

(VAW 229l u) pajjessu) uoneIaual pagnauInip Jo Kedes
SUO|IIMUUDD JO JAQUInN
uopesaual painguIsia
PopadL Ji SMEL [BLGIIAPS JPRILL,
1303 suS|auue]

SIAWCYSAT) PalaLILp

SIAGYENT Yads A58y

ANEE 28BN OA YHH - Siwo)sng ade

AT @deyop, wn|pagy - ssawoisn) allee)

ADOP aBejop Mo - siawogsng aflme

SRAEUOEND SSAUISRE

LIDWGYSAS [ERUAPEIY

«B03 A pauyap sadd) raumnsuo)

i) SISO & 03K U] PAIIRULOD 540 fo saquiny
SUoIPAUUSY Jawnsuo) (1271

RANRIRSESRAS

[£4

14

&I
8
LT
ar

B s

"GET NPAIS U] SISEINI0) UORESYIN puE A1IEded My PUE QLT 2NPAYIS PUE ETT ANPAYIS U SISE3RI0) BINYpUSENS By Bujdojasap uj pasn SLOWNSSE yL S8 [jam
SE INY 241 Ul N0 135 worew oy Suisoddns S Yim JUaISISUCD 30 pinoys siselasoy gyl pouad Bujuued seal g e pue Jead JunsopRsp 2yl 2oy sewngos Alaus pue puewap yead Tadiy Jawnsuoo Ag) SUORIIULICD MaU JO 1SEISI0) B Sauinbas agnpays syl

polag Bujuuoyd dny

awop Auodw oy

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

ANVIN3Q ¥HOMLIN LS¥I3H04 NO LHOd3H IZT 31NA3IHOS

Best in Service Best in Safety



187

WEL Networks | 2018 Asset Management Plan

EET EET EET EET EET PET
DED 0ED DED DED 0ED DE'D
L9 L9 LZ9 LT TES VES
6Tk 6Ty 6Ty [ 4 6Tk 6'Th
ET 4B IE LTI TE TZ4eN TE 0Z 42|y TE 6T 42y TE 8T 48N TE
540 Pid £+ oD 0] AJ 4034 JUILMY

8Z0Z Ysiew TE—BTOZ (Udy T

SOMIBN 1IM

JWDN Yiomiau-gns fyiomian

pouad Butuuold diny

alwon Avpdwo)

papua Jeak 1oj

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

[yeomiau au uo suopdnasalu) pauuepdun) J ssep
[sromyau ayy vo suondnuaiu pauued) g ssep
HIvs

[¥romiau aup uo suopdnusaiu pauuepdun) O ssep
[¥somiau ayy uo suondnuaiu pauueid) g ssery
1ans

foi s

"QIT 2|NPIYIS PUE BTT 3NPIYS U papwoud 15E33404 saunjipuadsa 3yl uo |Q1vS PUE [41¥s pauuepdun
pue pauueld jo 1oediy| PILUNSSE UL S ([BM 5B JINY 4 Ul N0 3135 uoewoyul Susoddns 2yl Yim JUaisIsUeD ag pinoys sasesasy ay) "pouad Bujuue)d Jeak g B pue aUNsoRS|P 0§ IGIYS PUB 141¥S JO YSEXau0) B sauinbas aynpayas syl

NOILYYNA ANV SNOILdNYYILNI 1SWI3HO4 LHOd3H -PZT 3TNAIHIOS

wel.co.nz



“uypuo apdaa
D PSEG P R
PNk SION05H MY PR "l 3 0 100 aupp
PAUE SN0 PMLIED BT 1 B AL U (] uAEAs s e Buisatd SedieIapiead
JOPUE FIASPE ) J0 S0UBLLCYINT PUE SRR 53500 Aayes pue Apgesad
SrRUEES0 01 PAANDA SIIMIE RO SHTEE 3o e Dy gl i CanppubdnD [Ruo) st AEWATSAL 10508 puE 51055 53
2 Ajuap 03 pasu e (Fjuepd jo Jusustojasap | sasasiuayl ses o ualeuew PUR e g 0 SHPATEIE {343 3y ) SO0
“sraBeuew Buesiades pue sausuaiuea YL PGSR G (1 EEala0 Sl may mouy Fomut A P 39 pRoys 10 SPRA U S0y MOEE 0] [#juer weswaBeuew tavse (shamd
dpn warsls ¥ 13558 M Saqueed |8 Vg oF (slumd e ov paneisUR RN BN AT LN Ui WA PUR A0 Busn apmy L+ 1] pug T
ﬁi%gn_igl—k &g‘;:iigf 24 O padu ABIVES TesUaBEuEL RREEE 3] | Aguesauad age Sapdaag U TUDSIIR HAIAN 1955y [ 3 wenesueao Syl Ha0p Mo Ty 57
sandiagens pue soad g
i ) B e e
P 3ARY PNOGE U dINY 241
LTI TN SLASLNE BB O e
U] BB 3 O 5P 1 17 JINTY
B UL SN ST B ST
‘KB SIPED oW u) saBaers iy TN U JO [ eay
BB IFRR T U] MaN0COR QA Mg | ot Gt pebhagan D Pt pEiasd Syl i e gy
awaleuew L 0] JUDP FERY LOf a0 ue 1egm pdna | Jusussiivueyy ey NERdao WIHED O3 1500 apdd ay) peaod ednspaeeals sey uopesueiio
IR LA PN SIHEMAE PUR SROL ML Sufldope pue uogrsanb Syl {55 Svid 1o (P TEw 8 pasteBenau(  pynous SR S 0 43R Wunacon oy Sus ey ey AL YR SR DUALRAT
Bondoaasp 10 apgrtuodian 250y JuMESTURe 13538 | 5 JUdusINba Sy \pUeED S04} SURIAS JEEE pUE [EMIUTY pUE EEo0t] | e £ 195 uIea wad) sagdde FRLE pue SadA) patte ‘nate
0y A PITLOAT [[RIAD SR V) LRI WUAUABRUPL | £204] LRER TR 30 0 H0A)) SyL 0 InoXIR 24 “IIUPUDFUIPYY WSRIRAG] BRY] CIUMUER L YL pakeg A 0 A ) o WD
UL EAEAI-A)| PAVEOIIR A1 DUT SNIAS | 00 P SN 51 SIYL 0 WBUcda D Ay v CEpURpUELE "uBISNIEUeD Wil |ucTipuca Buag peessgulns poa e ARaqeas uaussieunus Adagens
“nEawnoop Buppos Bunucddng pur ARENT|  J3EER ‘SadA) JIESE ‘REEER ) 0 ABpapouy Lada WY PSR Ajapis U oo ucnesueile) WU woy e g 3 A 1AEEE JYETEAD 1w sucpesueiio)  wawaleusw
udussieurus jasie paguauron fuctimueBao sy [ que uoreseeRlo Gyl u) adody reswaluew doy B O NI 24) 5 DIYSPIRMENE 10458 pOOn| 0 apA3 N Sy3 o8 SR syl | o) gea o saquns & asey 13w E ay1 B0p Mo Jige 1Y 1
e
0 ) mqeadl e e ing Ayjod juausdeusis jasse ay)
Bilghip 1 paAy U SIURLINED AP ORI BUk
BRI ‘sak|0d JUE 341 LUNCIIE DY) SYED 1M
g Agiauag [ ey Red 55 Gvd g paunbal 5
syt ESpROYaNEls Jo Jur ] Ty puE| SSIAPOURER KOy SPAaU | a0UPLLIG el HA0M R RN B0
09 E e of Swd Ag pauinbay 58 Ba] SIORNE| i Pl s BaREns pue saied Bupnasd) ue snoa) #T E 5
pue saypod jeutiesuellio Jay0 yIpe JUaTsEU0D pucmenueio aepdoidde) asg Apusnbasund pue A SSIOPHNERS JO SPIaU
LIRS0 13 YR TS ) AR s WALSETURL SR ) U eys | aun por Ajod puawadcuew | sswsenses yinog panivuap 2y i IS PUE S0
JOSHPEIY 3D PEILMEUOIALED AL BT PUE IRy o Sy MI300 tRY] SIAPIELEE 'l BSSE UM IUIStund, ETLLFTE TTENLEE TS LR ot [eoietneiig speudoidoe
0] Buneag F0U) SPNpHE pRed asaly) ‘urd ¥RaenT O SILBLIINEDY SU JEN0I0R S LSR) By pUR ey | © AR R U aBeen jaen R I prsanesue g FET AT TR T
£ ponenueiao a weyl Jayan sadseas pue RIFCETE L STITRE 2o FLTL =TT L L T FERE wonehuelio syl 18y SaENRAL pur ta00Sd BI0| 1wyl 2un5ER 01 JudwdoRAap FSS e pasauuliye o § ABaqens jusussBeusis AFajens
sod [RuCHERURED PR YN0 PUR JULINICE T e[ weay (B ) weg Buy 1| AU g SISO B W IRy ot 5 1 ABens AR08 UWATRURL | U3MHAD puR A3a3RN05 AUPHUAT TR B L) 2UNEUD 0] aucR wawadvusw
m AR usBroba 19e0e § ucnetuela sy SBapRt £ woetperlic 5y Jeswaleiew do) Junairona 1260 g uonetuelo o Fupmat uy| sove o) s1a00sd B aary 2w o o1 afepum Bucups e g oy E (LR TR TR TR iy ot
=
S U 40 B I B
g PINDAS DU SHEOYEINGS PUE SauoEne Aoynndag
50 BRI RO JaYRD B LY USO8y 23 PUL D | AL T PV O R LD
m Juauod s Aoqod syl po aueme spew ag Agenks gsnm| | ppseRunwwesD usag W oy poe Ao Juausslieueyy
Ma SUCH PR M puR ajdoad s Uy s saxjod WY ) [|am Moy '§ R U Jo RN 28
- IR} HEE 3 J0 SUOE $33aN0500 uonesjuelia SApepaiian pavasins e LEiE Ay |y diNy pascudde i)
% U SSIA W SaPUR RESeg0 Baygl pOE Juajucs pasLoy NP PUR P UL RO O A PR L] A
< ) jo sjdosd sejudosdde by 599 01 5 Aajod ag o Sai30d WY Mg AEH T aup apnd ay poen sewm 3
© LTSS ST M) 07 JEUA SRy H Loddng Jsanipod saypo g ullye| BTOT Jqouwancy o) oud Mawsay
n1U. Ay U SSI00GD O UDS 3G TENW Judesleuew|  pur uoaesE ruowadeun S5 5 puE STOT MSGRuasal
N LI UMLLS iy 5,unesueilio 2yl syl 5] Axjod Tengou Aue HEL UL = ) paiepdn Ao uaag
- o ERAD pue Ut ERRIERID Sy 0 masu byl o nRnbaa-aad by [ 2w Ba0d 55 Syd ) planba ASUBEHED |AnI0E] SEY W CLO0E W AR HE ABOEEIUNIGS
L uodn pasreg Se AXjod JuaLsSTURL 1a55E SY3 Moy 52 “Ha) doyod pumuadh JESE Y Ay sagpent Ay e Riages | A pRRUCYING pUE FUBDR 341 AG puse pasumgne ‘p 30p hajjod
muv BanEnpen Husunsep ‘uipd R FucoERuelg B P AT J0) AP [[EAsD ) PR LGSR JUSET0P & ucsERuRles| casaca af saoecd juimusBrotyy |pesde sem Asgod Jususseuey uBag Asiod judussieusia ubwsieusu
M 53 “omod JsaBruns e s uonesiuelao ) | SeY Wy weag. 4 ayy El doy e aunbad SPITPURLS 300 Py PaST AT Y T JARY 2% 07 T sy puduo s E FETEE W SR JUIG JEYm O 1y 3
[} LS U] pegU o f R oM g, NG Aan Kewng —asuspag [ oz ] wanaun g G uoanty
m * SO LHE AN e BB LS E B 2 AL EW B D 1 B0 W Sl Iy PR L
M ALTHNLYW LNIWIDYNYIN 1355 NO LHOG3H ‘ET 3TNAIHIS
Fanddly papunn suaboudyy sy
© BZOZ YPIEW TE - RT0Z (v T PO Bt dTY
0 RAOMIBN TIM Auany duoduay
i

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

EAMIDA D puE sHIAEns "L
SAERMUM JUMERO0U | (UL BRITw 1S YL M|y L JuaLLENdLL) O) SN0 [uoddns Bugeua pue
EE 1R paLEjA pue Aypqedes upeys Yddns Syubuminbiy | 00 pa iU aie vt po seape|  aleara 0F SRapeoud 300 a8 N0 IN0GE 5 SY1 No]
SRS 6, UCtiPRuT D Byl w0 Bunpom IapiA0s IAM Py ‘pdweed oy BUpnpul BRI igeud|  aurdul o) padedanp Buiuumd | 991 00 80 LAyl § ] paseul
PUR LR LIAWAIND0 Al 3 I0CIIR u30e, ) AR ING THRITALL PUR PAINDAL A3 PIRAIO) 21 0L B PPN PUD 3FRAY UY 430] UONEOI ls|uRid 3y o uoiEuawa
e Juawsdtunu ousuuouad ayl ‘apeudosdde SAUNCEIS YL JIPISS0D 03 PIIU AU 30U [Flumid|  3q pEnoys UCEESNIED PARTISR, ANCTII MO TF 135 B 1900 puR
B wen jususaBeuns Joueuuaiad oyl ‘aveudordde By ] pasiyae S| Sl 8w MOy Sauojde uoisanb Byl | paytegers aoun paadwas|  aue s1aBipng [Enuy R TRHICH | DL SO SGEPEAR BDEW
“wbpd T BRI TSR Bl 0 ARRAID I SaaBeEw BulauiBud DU BICRALSE 030 U] SIS B QU PUB HQEIRAE 3 o1 3 00 0w, Pt Ajap paienaiig uo paseq e Nemualurie Meadosdde [slued
a1 30 sunpaesd pur 4 pag a Eiads TarEhs s S| SRUN0SR AIRE0ISOR fAUNDA LR BaluSUa L B M0 540 Ul papeAd | sjususanmbag 3005 SN FLAPETLTE R FE T B TR+
[sjumd a5 uonesjurilio ay ey Ay sucdsal praaso Y wis suawalituna ay) | 3g ue pue gseu e [sued an g eReema sy G WPRL[LED [ 1| urpd Asasgep opom enuve sy | F COERro 3yl SR 1RYM L %
SUTRLTY PUR S3IN0E
10 RALIY Uy SHIRGEUOdE
“SRONoe uepd 19508 Jo ARAp 0] AIanpap Lty ap)
ANPAIEUCSIL 100 104 [Sand D) | Aok S ALESI WA U YNy P0G
WO[EEND FIY] UIRRURTLAD Sy} FROIM SUCH 1 P AR IO [BERULE
9 ysawudye Faunbay ofe ) paunbay yaom U JWY L uR By aEe) o ueal
‘wed] JuduraBeune Jouruuaad ) ‘aveudosdde| 100 Aise o) Aoy Ine pue Aujqrsucdsas pavelaap| o Lasep syl o) SauoyIne | Lasa 4y By D AU P F{-DHPEE AT
‘fuaedep Euoneiuellio pue enpuapu) i SseBeurw BupasuBos pue powreiiana | sy Buney Jeumo SEy (] puE pRUESORE Jdume | pur s nundhay sreuBnap) OIS Bl SOy HGEuodia SUSTSE i J059E [#jued
00 PG UL PUR S35 BUILLRP LCsR | WRAAD wakhs SRR AN uR (7] paymuap Apeags Buiag suonae (1) o sa MR PINOYS 3UNGaNE AR iRa | e uaaul £l A IARID 0] S gundsa WwaualEIrL
“[x]ued Iaaer g uonesiueilio 3y | 50y A SUCSEal R Y Wi Juswaieuna sy | (sjued ArupL JauE ja udj i gL e puawalvun 136 Ryl pur Bopurg Ry | € payrulap 3w Moy sy 23
AV B U PRIBDISUET UG
AP FALY NG ) pagand
SIUSEAD PUR PAELICOR B KRN
WOfUEY N 81| ‘Bunjny syl
w futierado nig adueys o
SURHE LA JjDY3 ) AR igh AR AURGLLDD
SEFEN BO{PL SRAGOAL) Aj[ENSn aun ylnoug) [[v o HgE R
YL SN0 gl w0 2y o
Aw sud watw s Saage] &
0 P U 3G PREYE
PUR SISPOYAYELS JURAN
L BT TIIEN P a0, 10 U LU U4 3|
UL FaRDU 0§ EED |0 faa gy [Oue Seopy s syl o Se0l
BN O3 POD O DRCAJY O JURABERS B TEUE ARM | o) sl LOys pul wal Fug o RTINS PR e FEYREES R T NTIR TN S TR S T
U] PRVENUNMUWED 3 0 paau (sjumd ay) (sjuopsung| giog “yeom o iEsp suRreos)  uonjugsn paekosd o glinosg ayl 0 ayeudasdde peiap
o o L RENEETE “sipddng pue| Bupgrua TYELIPUN Gy FEOY] pue Tiddns AWV O3 5 RISppOyaNEls|  pasOutde pUR P eI LUK 0 [aA2 B 0F Sarued JURRIEL [sjueyd
weyd L H0u SIaR0N Sl (1END Yy [Slueid uwsog [ futsien) Araapan waishs esuaBeuew wevse | papenuad Buiprpu) ‘o ([E 01 pMEDNURLIES|  uTas g O AR eS| BJE U ¢ puads sauBUSIUIBW 118 03 {shued £ palENUAWEDS s bBeuew
PR ST dARIeG (Rl aey Tk LRanelani |y AU IGISUSSDL PRIAAD M W STt ) At AN FRMUR DA 2] |14 Sk 2 PNyt dy gl pue maadosd s pur gy | 57T o IR gl By Moy 1S LE
[ vopmwmul pausnsos,/ ey o T wurpng e | iemaeg—auapped axog ] woung "M UDpsaND

panddy pAPUDIE JUwaouDRY TRy

Sty Auode

(03) ALIMNLYIA LNIWIDYNYIN 1355V NO 1HO43H ‘€T 3INAIHIS

wel.co.nz



“EIIICAY
paLajaud ING 10y SWEBIY oM
pyE| 3 SapAD puR
wuondussap]  sanunotas s -1 SEEALIIO0
DS Ce] ETIpA P By S| "FyI0M pasnbay 5oy
Uj pausp pue Asudysdusts pue|  wjueyea Lidaeg aayTiagD
BEpASLD) Bul TR B LD S Bupuge) & §58q pan 0G 01 podu|  T9ce Syl u pousd 4y YoEe
D SDaSE R i [LPIE 30UE Bl [RUDNU] Pl PSR 3G POy SINE| InouTRDAll 30U Ja SUDIERDG
[uunsad pur sund oyl AQ papAnd OIS 1 se spumgadieys pue og| [eXuD sy sapmgruodsas| 0 eoanosau [PUAEE pu FRTE=CTIEE LTRSS )
1l Huypuany aprpuy H “siaguibua ‘Ll SUNMSLY ST YOS ‘SAUATDE acddneg sappnud | jruonaung diy syl Supsosdde N0 -1 YLOY SApIPU| TIM 10 FEPRAR AE SIS
iy Budy pue LG S oG W Eunoti ajenbape|  paueja-1aste O wortauadns Aep-01-Lep uy pawosul|  BpaE pue Bapung Speuasel aeodueus SIPNEBUL|  Uayse apOE) IR 2UE LAINGN A @i ) R0 [BucEsbdo FUBPHEINE TEYL SIRITEUOWIED
§9 USTIADM ByS ARRU0Y BRL LR Uil AT TR AT ST TR STRRR T PR TTRATER L T ] (SDZURCEDL, LU DU BN UGD YL ) g AT VAR DVRISUSUAR] DU "W WIS 105 o dpaced JHuaBrakd|  fdai)givsdia
waruse sy [sa]esac0ad ayy sofpue [(slusd | yeny uawsaBeum 1aTER Joy AUpGISUCSal [RIAND IR SANINCEAL JUBSLLE LA 01 Jsawalruew saaleumw 9ol dily ayl| U3 U1 paySIqELSa uaag SRy deq suonesiueiaal  pur Aoyane
1asse 1o Bur ap piag| ey ey wea k] L i day dog saa)nbay Juawadeurus Ja55e [CWdD o pAyNEaD| e R0mosa J | yowawes Bupue 1 anuncEad wl E YL D AHEDAD TEYM kTR LT or
T— el i o
£ WONETIGLINE BU BjqesRyaud
91 1] TSR ) 0 Jamud Beuew
ARD-03-ARD DY U) PAAEAL
Ay EETUTLL A LU
o3 Aypqrsusdsas payedagap sey
suBeuew (s dap @ youge o
ALSEE B U0 B PIRGYE SN0
“yualaiTURL 1a5EE ARp 0 ARp
U LDHIUYE TN O LU
Sary SARME 30U |1 saBeuew
HRR SOIUE B DENEDRG BRAIMON
salfleurw suepd pus
|aAa) iomant & 0} Sappqruodia|  sawnoafgo ABMENE J
j5 wapEBap ayi ai Ldde Aonjap Pt alRuR O W)
ol PRPUIYL F UoEaNk sy | sudWRTEUTL 199 M A RUD
ALdAdR SR Sapoy-1sed jo 155 $d 9 Tr'p 5 [R Reed u) pauperun Ry #0) 10 ucksed yea
[sjuepd JELE YT d pue oy siatise JUILERNERE M1 U0} PSP A:0aENg 3 Suprew -sueyd pue s¥¥aens| oy pauyap e AyjgeUNCOE 2isjuepd pue sasgalqo
PENIUE “Laapioy-1tad |0 tuopduasap G5 Svd o T'i' et (g eued Ba naite ¢ popetuelic i St YasmuaBeuew pae Al grbuodiag KUY “RBaei s wsaualeuew jaise
el YD (PUCESIUTRED WIEAS Ladualvur B3 O AU UOIISINE Tgl] SROMIIGIRUSDER SRl 10550 T3 LD S0 0p AuRdieds) SRR DR (PR RED ) YT FRUNED S Byl AR
1EE5E 53 £ FuryER UMLNIOD § uoEmueile ag N 00 AJLOUENE AMTEAIaU 3y anEy oM adoad AUy aunsu o Aoyng | swes uosddns por Suuaauiiue TSR 5, onenuedio ayy
AEMPU| AN 0US0MT R 1| SLOEal SR PN TFAUARIE PARTAI35EE U0 Buppiom | epdoudor 0 pAEICHE 30 03 PAIU SHINGRLODEM gl anmy o wopeRuTiio Ay oy oy paleagap 1Py3 Baursua 40} agruodsn
|y pue papaodde uaaq aaey (flueld pue saaalgo) adoay [sjuepd pue saansalgo ARNEIE apod | sasnabiqo pue Allaqeays Aogod weswaleuew By upy e saBeuew | 8 5y esualeuep WSy G 8 00 wed) wawaleuew 5| enpgrEeedsa
Esess apod waanBruew Wi o Ly uaueBeana AR o Aaaep syl o Anpgrivediag]  HETe Syl 0 STuDuanEs gl JAaR BB 1040 & modde 0 juswaanbas | s g Sus ARKEIEE JiN W 12 (Sudaauiw qunedde a1 beap P Ajisoane
L 40 AGTRUCCTRN I SRETURL LI alapia] WALFIRURL UM 3308y WAWSIRURL 30| PUR TSR 5 USTIRSIURILID 2Y1 1AL AUNSLS OF Japo U| HIRROE B SPY UGN SIYL|  J0ARAIIAR B0) AUIGRILNCIY E WO TI0 M SRY SN, -!_:_gﬂm— i
S T oo pRuawnog, P O T uenD | Araseeg—aaped B ] UuR] | ONeomeel |
[a W
IS (w03} ALIMNLYIN INIWIDYNYIN LIS5Y NO LHOAIY (€T TINAIHIS
m Py panpuois Judwabounyy 3Ty
o posag Buusd diy
m ity Aupdua
=
kY,
a
<
® PAUIER PUR W
m Ll (i WL nbau B oS e
_— 1 ABojopOLIMA JENAIEERSER WEu § ucesuelio
n Sy AL PANLLUTIR SR YR G0 [BA0) Syl o) Fudasdor
= 5 pinoigt (Shetd Syl uBpMmUR O EMESY| 0000 uonm |ntuas
m U PANSAL PUR papSsUD s P (sjusd asayy PUR LN EUN UL | PR LN AU USRS UF JaYE
F= IFe AvOL B T S3E S wonEanh S| tapuale Tamures] ‘Sused paqEnung| 2305 af Wi 0f SWaTEAE soy
M G 0 WUSUANDALS PUR 03 UOIIENUMLILID | |0 30Uapiad M Bua e pauinbay | 529000 HEIERAILT SaL00a q sangoe Juausdousu
- ap Bunanes B e awaluew L e e st g o sadpa | pemudinbs Asbaned dg1 g0 e s D P AlNuue
L "RACNENg ASuallENug PUR SISPRY | ANRULCD ANEUS pu suanenap Lualawa paypads s JenEE PIAMYE U] SIS SROUEA 1E PRy § Y000 BuprTua PUR FUCHEMS
W Wi Bumeop aog (§ungesoud put (Sueid byl untse 00 UG O, LY ED BG C0 SUCEIXE DUIBUMNG| &g mv s souapne dpaoud | AawaBiowy AuepiBas parsag A pure S0
SRS PR pUR RUAWTRSEE|  SaRNP payeaian Y jdoay wean waamsase|  pynoys (sheed Auliawg sucpenis ASualiaua| 0] sSESR B SR 2] U0 380 | SUr SOHIPUA0E SRoues PR aoepd o Bupweodsay pue Buplanusapy
AE fneue a0 ) EeusBarud Y Bunesp) wh S uonesueiio aq) fijlund Auasaawe | ol poddia pue Apep o (1|end sey uonesuelio STy (EL Dedoiuegd v der Sund Aoy JajiERD 0 dany veniEmeiio ay eop Bujuusd
Joy {spenpadcud pue (sjetd s uonesiueilo ayy Bupdopsap soy Ayypqruods s saieusw ayy | ue ey annbad SPUEPUEES 2000es Wy PISHARPI| 1o 5 jusuasnbal LY 4L pueAyruprssausng| B [s]ainpacoud jpue [sjuepd 1, Aadupuo) 13
]

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

Pl s

L B D L0 Dy LR R0 LD )
FIUIDAOD SEN0N-UY A0 OF B0 SIHADN JEUsNED
08 $G 1 pn b SN PINGEEND Byl [0IIL03

o1 e ) ssEusl and TN u

) IuansRERURe a gy o PP uRts | v

U] Pl sl SaR D T ua

43808 pun Aypod

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

A
-] raky s iia
S| AR pannosInG | KPATIOR PRNOSING i Ag papedus | E ssoue puE sagedes Bu eyt EERNAS DO Gy paau]| AReuD, it SO LEs e FUSURSEUNL JISSE TH pUE
1 EAITI0D 0 BIRINASE SR 1] VG S| H0030 YL FAALIE BRINCIng g Bujwicsed ae UL PRsAep (1o pur BRI ARGEE| PO anogr sEininD e TR padedjaid o aFaRas e el
0] PAIRAISEOIURE SRy bonesiueieo syp oyl aouapas| e suDEESuERlo Syl Uy ooed ) sEAme|  CASH00 JuSsdeund 1955 Byl puR el U AR [5G e s oeod uaeliuea jasse 10 LSRR S o £ p0 Asanjep Jueprwed
R PRI Wi R0 SO0 L Ui FRUNCTNG J0 RFUSIND0T gl gl Paowis | Syd T WTDURLE Y DIED ARDN 10 CUBURRBRI| e dnda e Baan G| Duginage s sl ans s el AU O S ) B0
Pt Y L] Je jana) et 0034 CSMIAIIE pa -y o kL S 1R M AENEUS 0F OO apeudoudde Japun| ay) | FUUREDsdEs areTaLopad | B UlM R0HLILST SETYFW ap aprudnsade 1By DaASUS B 1Ay AT
S0 RAL B 0 LA D, PN el B e fluee P T B Oy SGINeeTEs (advutw | U (TRTAI0U PIRECTING B BEYL aMLEE I P B U e R N W R pR Lo TR OF TR e T FEENTEE LT
04 ERIUALDE P ) jo pasnibas asueptwog Ay VRS B W 10) AJFITEU05I [JRRAG wofieEpeeilio oyl ‘spAnoe JUsusrunu 1055 5)| Rk aoepd O e LS AjRS0p B4 LD 18552 B j0 SLIGE pROInOsIng jasse]
B R DR TRRURIRLE LUon Ui L] T V) U TR UL B 00 10 Ut BRSNS OF FICO0UD UONATIURED uB BN Feoiing 0 IR0 b N P s Byl Magm | 0 RADEROTIND|
QOEYE i IO ST UODISE pue
B S L PO AL gD
et sdlageas suouR ey g1 =]
IR AN O] WL |R pagadl g W (O VI ] Sumudy
LLLLLLLLLLL AP s oy paE UL
My g Ajyauo § e Galiphg A IO R AN
@ 1y r 555 5vd T Duewanntas uesaTouna|  suely suota sseTauoped Arsayap wogs uepd sy
& R L o Aaega Pyl o) padteBua Aen) e pu| s acthainn s pos IR UL O ARG Ny S3EEN RSN USSR
S¥d JO ek 5y B Y T ‘sauawainbas)|  §O0 dysioumD agel pueTiIapUN Agey [euusdiad JeYl| e Bro b Do 3 gy praDud e ozl s puncue Bujrdenn) ervse vy Bujsasu o
O} UCERIUTILD LF JEIRTE PNOw ERN0gE-y e RSB AT R 0 AR g U pas oA W R DA 1A I L ) Baaes Sl aIpnG gL A S P T P spadant g ERE T TR P &t TR - =]
aualeunw puR SNE] WD) SOOUELI0M SULena| apdoay jussuaBiva i 1R 1og AJREUO0TE (R0 10 armotheg 5] AFENUNLL0D O uoesuelo| o UL nEa) Byl U paeg Wi 2o o E oo 5 elio|  pue Amicy
1 AanDa) ERARDURL 20N Y PN ARp | d i spnd ) alipey B nied 2500 plaapr u g ayl] 5T Wy 0P Fulap irym el aEnIT

wel.co.nz



RETE T BT
5L 0 IUR|PY A IO CUCTE UF UIEURLL PUE
dojarap “paluow MaTIE pue sejd u aie sannba
1) Sarurishand aiesedioa puk ERpRE) el e
auniua pnoys voneseelic ay| saakojdusa T jo SRS Jasasd W
(=% dusy ayy 2l 03 aoe u) Jueie PRALIYUCD PUR SN0 PR A5
SEYEIINS SEY Cebpe SO BOIAE PANINCELND BY) apeys Aunsdwod ‘panb
Y g i ey wesnEsueRa Byl weyl warkh ooy uyand send| S pRaapRe puR paEILAE
WUIICUR L SIFER T 0 FRUIWHD BURMELIDRUM| LU0l 0B PO L T pun 1 PHRICYE Aauaiadweg Ay
SIPIAC A0S PROUCD SRy UORESIURiO U | cvoa sl por paumuew| e yeds %] FECEE L e
5002 JReno] BupsasuiBuz auaya, [sjuonouny i) JSE | Syiap|  oq pnoys uorssauBoud s o] s Ag sesey yiom o3 payNEwWw 40 Bujuien wonesnpa)
" wos RuusauBug [EUcrislD ) pUEpLELS J1041 10 AIEd 00 SHRA0H U J0 BXRBERU0T| RInIal e RO L B s aeE Soubiedussy gof yaes B9 BT 1 asuada §0 Hee)
W LA PUR WURITURR ) FRURELRIS gk Funiun sy g U I BUEIDRD By Ul PR ARG T SyM TIE] Jog POUNERD DI FRUB R S00A 08 DGOSR Ul By SN
IPUOIRANI [PUCHIRK [T UOTRIAN) JI0MaLtE)y "SI 30} HISUCSA) JE0U pUR | PINoYE sUCTIERURRIc “SIAoe s BupLapun| A0 pakoptua aue sanbiuyaal| PRy PUR WE3L SRS W paMe|as puawadeuew jaue
H S 5] +] BSSE|  yEIs HH CSiudusaaude aNARN puE 302 50}, joa 1 e 5 0SAs yuausdeurw|  Juswalcurw ese apep of dn Awea) JuHuaFeuey Uy ELIAPpEN PP JRIP ]
By TR NG DLOMBWEL PRSIGELES U sullge 1eya|  Bpgriuccea pes iBosd Bupuea Bupdopaap IR UE JO ORI W) PUT aWSOHeIR | uniui 01 Qe pasa s WY L WL Sunapsod i Jdpn SUCTE 1Ryl U puE Baeame
MBI LRI AJU200 00 | 10 B3uDgAY| 205 MRS TUCTad Lot aadTuny DA Bl S0y AT BEI0N RDLID Y B PENOUS ASUDERUED I oy PRanDaY SaEURINTEY My € USRI DYL RROE MO Fu| o5
Asusmanibag FUBTEN BARIDE IR L
Auasadiucg Bulkiuap) o) SHNENRS TUOMMUEY O) Py B SRI00EY “RI0PENUOY
SRR 55 5vd 19 wealopwa spy) Joy 1 Bupg B AN 0y a0t 50 1RNUCD Y
Judsuaanbas Bl 18YL 09 SUBBW B Baey 0 PUE IS TIM, 50) AIow
“FERGEIER TRPSI8 (B30 40 waiihs | Uy i iyl soepd w Laguacud B3AIBE PISRITUGS slpedwos syi| 9 poujpeds e sapusiadwey
Ui TR UL apis uoirnurio e T3 (@8 sapeod SRY UDORRIURERD UR JI3UA TRLUG) SERURE| A0 IWHA0L00 8 pRucULnE] Dot P uogisod
AR PHIEAUCD PUR LILIP Y100 05 IR EAR T U PRREFTILINLA DR ) FENLU Py AP0 100 BB L PRIAYAP LF WAL JUMLRRIR W
APDER BUE SPIGONI JEY] PUE PARIOSM BIE SBILALE “sanpeaoud | Bupupess Aung AR IEUATEAS pue Adus & u) Aiaagap|  pue a3apdwos wou aue jpes o BTy L LM SUDSod
B vy 03piny ‘susuiiBond Lunadcs] a3 b T3 N0 ud “Bujujen, 05 pauueid g pIRoyS SRUIBGRI0D AIETIINI| (0a0) T 0] LRI R e 13 paanba U bduos) L = BT
Pum umam: SORARSE IS BrUrw T pavrapua| a0y DiqIsUSEEn) RS S{Recnoung WH Besmnpor s ays apuosd o pauaribag TUiam: sy) PARRUND 3300|910 T 4 TG0 LA | Tarwdepap gL AR 01 ARSI
03" sapia e j0 bord 5 e Bod Bupupen ay3| 0 JUSMAMPUO PUR Judoinap Jop Apgruodsa ( Lonesiueiio ay3 Uy LORIuNg PUR @A y2E 38| 0 Buu e enias apaand pur uj 5] X 520 R0 B ay) paod pus apansd
- eyl souapag Beee paanbas sy awipep oy aoed | yum sefeweyy o(sjuend pue ABxens 9 pamnbad s LLKID PUE SEIUA. :! suopIENIEnb pue aouajsad [=] ¢ puC wea) S§H 241 g “ueyd W) pue b
S wj (huepd pue Sa50sd JaMUTIITEE $1 mnibaa|  aeEse Bud #p 50} Wqriuodsn Laleany [ued| 055E byl O GSEIYIABD] HIEUBELLE & BNELREen 01| yBnoug eweFeuew g sop| pedeuew b naaew Ausiedwos Asuagad Ajppuap [ pue 5
wn._ AUl P SO PUR PAGTIGRISE UR O IOUDEIAT] 0 JURRE D) HgieDgia) SudwaltuRu 0 | IRl Vgl 0003 SRIRPLEIS Y PR MBENAS | Lol o ul A iy jims prg wowias 1am|  E b R T | Bupai) &¥
S |euaped pue Binoy UL oq spnpatanolly g
m Wbyl g ulge pinoys [Flusd U usSoass | swuod u) BisBaapeas Buundes
2 AT VPG gL UL ST AT Jeah IYMUYLIM 3G PINOM 1 05 ST PADAU0
S ST pue T 5 ssapisuco ARxeas 8 weee| dujwco | FEHNCE o alelioys P [BUIAYY) YO o) wed
S a1 “Fo siapiseo Aaqeays yesuaBeuew paese agl| ruoiIEu B LM UOfSS LW e gy Suyprpau) syuawaunbay
N A Sucraoy Buuued syl yisa g BT B S0 ) WBIUES iy aBEu e syl ol
% Eii— PSS SURANAY BT (ITR Bl UM BRAD BRI | 0 AT T 3 O eI g [ S ede pur audindan ) AlFjumd
< pur rguo [sjued P tshury gy P e 5 p | “deY 341 U| PapnU) 33 pInoys BURIRW Uj SR 5 pur saaaalgo ‘Trjssonsd
010. B 1 [sjued JEXES: uu.l..n!__.i_._iz_ pasnud PUE CORAID O} 53 ) pUE SIS S e sEieue sy paujnba sjasag | 13an ueyd pue ssaooud Bujuwed “kimerrs wwawadeuew jasse
m Burioajuow sr fuansa) juderBrons sgennd ey A p T3 R0 ud Bulugent| 2008 vewny S psaoud 6 puinbas due (3jend Fuaaduas Buppnys Faanoia ay1yBnouyy sieg JLEESTETT- R IR LT
o AERUNII 0 AN T 0T IOUBRAY EEIEDWE| A0y DiQINGEERI g {SLnIung i Fupn e e[ SUalesoiiad 10yM PRSEREE Ty 1 VI MRATSOWIR PRMALEHE 2 0y Pl VXD LTIT- T TR TR T T gl Tl BrDU) - SN
" SIQERITS SAD ARIQRTED 30005 SIGMENUOD PUR| 0 JUSIFUCA PUR Judeudoranap Jop amgruodsas | o uonesiurdio ay x0) paau v oS § asy) warshs 39 U SaUNCRA URWN iy AUNEAS UPLINY 31 waaBen 1355 3FLapUn
=< SAMNOEIL JIIP LMD 5, S0 243 40 HE) L s ‘[sjueyd pue ABaqens ) i 1a5%e 53] L) pUE COLAIE 10 JUNGLE PAUAR € UG SIULID AT 1 PauRUd iU £ paujnbay s30In05a )
m Suparquod [Siemunong SEuncEl ey po tuudl|  esse Budojaaip s0) gEuodsad Laleeey C(Sluend o) paunba Bie SEUNOTRL TEYM DRABDITUGD By 1 IBYE| Syl O] 0D LEN0ug 9 Do | U paTea S SRy a1 punaee| uewry #yl a0y (Slued dojasap | pue Saeamea
Ln-.“ E?iiigﬁu%ti— 10 AU 20, WO SWRWATTURW JOILT|  ALEISUCAUDR 00 UCRERIURIID UT SO POV BB L0 DALIE L 0T Al Ly pateq i myaoe nuve | T USSR DYL RRDE MO Fu| o
Z [ uopruul pasusmneogfresy | i Tigra aTuEpRY N [ Grsam—wenm =3 WD g ON D
—
S (3u03) ALIMNIVIN INIWIDYNYIN LISSY NO LHOATH ‘ET TINAIHIS
Aaycdy piopuary Juauatouty ey
Py Bunsvsye givy
El e

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

UO[IFLLIOGN 341 ADIISAP PUR SIDRIIEAR Sy AN3aE
‘e yey) (sajrEaaoud pur aydoad ‘Alopouyaa
!:31'49:!3#1&! :lﬁnf...:‘!!

i-!-ii&:f!lﬂgiﬂ
¥ FUDIENPU| Jsos sapaasd sucpsant jo droud sy
quaiwaieuni 1) Wod) USIARIP NG tesualeusw
L0 1k e ) ey Auagiae psyEnoads poatapun)
Ajsood ¥ 5] FURIEAS UCRIEWIOHU| 1sRwadruRW

FIRP PRICTS JayH LD
0 panrbai e SUESAs:
drojaeg pood 9 Tuinba

Sokied Monj) o) :b_.mi..n__:_

A0 ARIRAE FEn]

SUL PUR LD B WORRUL ._

541 0 wewaleuew ay

LOLRLINS 3R §adn| pacosd pug
sHpaRIp PIRPURIS SPURPLATS
CRT JPAGL U] TN B S

2 RN g MR SERE TR

TR TR PUE E1RD

UO{IPUGI PUE S3UeULaaIBd
“eaaiua Bagesado saunpaoasd

LoAmE R UE

Y DDA IR W N e

51 EWR 15Ty .vn._ch.un_E_
Apmindau as SapTDU

TAHMLAA0 0 U [ENURILGCT pue
uuuuuuu U B TIIUAO R0
B nhva.v-b.wius.mh PUR GIIpNE
Ul V..zu L2 LR TITEATTE 2]

\yaea ay spew aue sadung

ui.:n?.._ L PRI e

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

B APW PRINEI USITRULGIUL BYS J0 BLSDT LTS “PAONINAEY] PUR 52500 | SORT UDYAL ST PUR SN SID FUNLEAR UMY
PARIMUN O AANIR WRUABPURL TR Ei BO0ORS O} JpU0 U SNERU | SPURpUEs saiood Russwnoop B 2PN FUATRAS TIM, AL JAEER £y Loddns 09 20
B2 SEY SYI 1] AMEIDIAY CLWASAS | 1 Bupasuua pue l ] 1) SISO JURRA BT 13ESE YL APIUaD Asoynpeys pue Asopeniay|  uawaBeomw ese aaaga U] UL NOS {Suagsis
R 51 eoddrd O JapU0 L1 NEILGT PO | weal JeeaiBrura uoprwaop) iesubBeuew dse 01wl g aanba B0 pENagL SpIRpURE ‘PR S0 FEIeE FL0ddn gl usn BUSU| UL R B e
WANIAAS USTIRLOU) TR Tl ST BURAI0 OF| S0 AR GBI [PRISAD Sy IR wEd Jdeainana EEE T IEAR 39 20 eibiheudn SRUPEIR AESTRR 10SEE| AIRERIIU Bl LelIUSD WA BV, D3R O DGR TEINE S LT
pakopdusa sy woprRuriic g ssa00.d 2y3 o 5| ayy, wex Bupuend xdageqs sucpesuelio ay) N 1 - SR LOMIAL0L 3355 | JUBUaBIOTWL SRR 1M YL onesurdlio ay3 ey by ] 4]
YOREE PUR SpUaAnnta|  72AN pRIIAD ARSI UM
155 Svd jo ¢ 5 moydnong wayehs wawalivuew | au u) pasapay Apenia e
P Srawrnba 1A uawsdeuru 10dte JaES AASU YT O Byueyl|  ase ReIIENT e SUMAINSaD|
By O USIERIBWNDGE MEP 01 dn J0 URURILRW Fe.._.r..f_E__._E T ST sioud “Kanod “apiy syl
YL SANNDAU £F v J0 5 p 5 TR) paRsado pus AR SO ST CANER-00-0N | USEYY BaRMAG SESTLIRISUL AL
PANTUNUILIGD "POOISIAPUN 354 U [SPURPURS 31| puE pasaisa 5| unj ELITET sop| pur wagshs Jawalvurw jasse UM FUDRIIY PUE
w07 Jepd u) sy uonEtuello sy Buartis ag By SILSPAD BB BADGE 30 |0 SIUMLINHE LR U1 |8 WwaEAs wswaleuew 1at0e 11| uonEAWTIOR
IR L PuE (48] sa0ud) EASE jususiBroia | ) Bl JudcbBborw FETE T IRyL SURTUD Whgl|  Tuciang sy a0y [Jeyroue | Seguitap A susgiuedwnd eyl [ERFIEITETEN LR TR R [Tes
Wagshs JssuadPur JaEER Ay jo Buawag| 3 v paleiua salruey uaweBeer 1aeEE 1oy UOIFILAUNOP MER O On UL sopeseelio | 10 W) aus ) =u_.,.z.,._._.==s__ UOMEIUSLINIGD PaysqEIsa o paysijqersa uonesiuelia|  JssuaBirurgy
uprel 33 PaquOsap UCHPUUOHU| PAULNI0E Su) |AWIgIT o) ([0 SRy JRYL weal JudwaBromn ay) ue aunbas sparpURKs 30faRad W A Aapim Sanba umInany FyL SRy Logles|urilao ay) ) P LOEILIRLNO P WA, i 65§
“EAPIOLaNELE JURADIA ||E LA
padoanp &1 juswaleBus pus
USRI UNa ) Loyja
"EHGTIIUOD OF aqepdoudde|  acuanmeno ey 1S SR
yu Bujuueyd L 1l ~suoppelqo enjsesjuad JEy
wnanoad 1o5se Aayod wbuadeune 10| Lo Lot 1w pue gy Y10
BRI T DGl 0 ORI MR 0D Sl HOIEND J0; BPARUY [ Doar DG iou A e Darkgas afg
SN U0 JAESATN 0RAIAE PAIMITUOD| Syl “saAnoalge pus [slued Al psswalvuew UD{ETLLIO ) Juariiad | we auciue 07 apgepear Aowgnd
pue sBupLRIW Wea] uj SN i janeLs Ay cweaq| TR SN pue yave Mdwoa Apuapga JHAD j0 APEE 3G J0U 5 WY Y] EIOOENE AEEpand W3S PAIIRIILOD
SR O UBINER) O d| u ﬂ!i}ji—n};!. PUE A O SRR0 W) PRNDIE BONERUDUL | e 109 iy 1 e e e apred yum sBuLamy Buipryau) LAEpouIRErR
%E“g—.;i E&«_—gﬂi;% - SRR PREC TR THE RS E R AR T UIFLIRD Spadn A iEn | udsudBiuiw polk [Rusiitaade A PUR SRR Wt PUT
Hg_!iﬁggii pur usuaBirurw sapiaosd 20003 PHIENUCT | ANARS PADRQUED BUIpNZU SREIOUINES J0 P saadapdwa ay) SR ) s ArpriEas Ry GaBearL 00 PAIEIUMAWCD AAAAE
e B WP sy E1 a0 jo 50| Sspaayrsrandan wopn apen 5,0y 1l P U “EHNIEINUOD PUE Sa2A0N WD PRI S OIS 5 ORI JuHUSSee LB
E?IEE%E% sjaepiepataada £ saloydwa [Haserisasda ] UD|FERLLO) TR B MR IR |01 paE L LA ) T8N0 J P g |1 oy e 1aa5E Judearaad i) andud| pue uopyedpyued
AUDU D TARUDITLE A3 o U BRukL LRy IR ASUdE pul Suduaaitutiy 80) NI 2B ERAIPURYE 2T Wy PN LRI EITRRTIRTIH AT TR T L VR )RR SRATEAT ST ATE- LT Y | USRS Sl 30R s | uDiEmURLLWEY) ES
[ esorumgul pakEwLnep Ry M WIUEPANG 15N [ Rorwwng—auapea [ “GN UopEnG |

Py paopuels Juawaboungy any
ponsg BUvTId dvIY

(3w02) ALMNLYIN LNIWIDYNYIN 1355V NO LHOJIY (€T TINAIHIS

wel.co.nz



SarRalRIEE PUR SaR ]
abrieru 135 jO AwRg
841 13y e pyno3 |
“saagoalgol oy o e dsym qubAInIop “BAILIER TR 1) P
"pROIAAND UG ANEY I SAInRa R | JIAD AAANIT 01 Pasnba) BUIUIEK PUR FON0EN puR e or-dn eauca] o1 mana) Budsapun Asaung
§E1 [PUR ERUSLETERER Y5 2y3 ap {shuegd L ] ) FUOEIELY 20 AU A5RYY B PRUSETIL0D 3R | DU TIUSLUSTITIE WO ur Esasnd SN 0 SURg 15paaU ANEAtLnD
pue Bujujeny poe [speed 30053 Jo I RS | SN O3 SU JO S10a4S ) 1oyl Juswannbad| U po syrvsas 2y daay pnoys|  suepd pete e uDi eI ogU) pue Supsei] pue sacunosa
g v saBeyen speudosdde sy sucsudp 01| LML pUT RSH YD PES SucuesueRio ayl| YL e § 1 CRuBeannbas Sl v O DR #5013 “Bemualeueu e ) SRR O s AUEBRRE |0 WO e ) L [P SIFLTTE]
B Bg Pinoys vonEsuERao syl {iund unaduwca | wou) Inden 39 onm Anw Bayl [Fued Buviea poe| @ Bujuiea poe (es Bupepul) sunos merbape| o taamase |0 o) pappaguial o) e aesased pasua U] VU] SIS FUSDLISIIEEE EUTRE ]
pue Suiresy pue [sjurd Bununcsas sucaesueiio| - auncsas Sumoudde pur Sudopeap iey yqruodsas VL PUE PUIRITU00 IR TIUMUTEITER R UBQ| 3G PINOYS 5L 0 LOn RIapHELCT WL AUNSLA O ARS, AR A5 |0 RN WYL NG| PO SCURSGIELY
1 Y I i = Juellao ay) IS pue FRU 40) Y HEIS|  andano 3 Jeyy aanEa SURpUEE W PSR ARpm | e 2 5 afleu o) 5| sapaad i anpsuayasdwen| € UDfESAERI0 ) S0P MOH pue 35y 6L
srisiocud e Byl
"155 SWd 9 DE ' R Ta) apdaay) PUR 5PN YOI PUE VI
135TE ) J0 SaEPYd IN0; SYL FIO0E PARELD 3G 0 T P PO A
“SpuaLEaSse angy BpRd oY) vt pageju juswaBeuew josse pue e3ep ynod WoLINGEMw
e s B pig (8 peonedirshem e R IR PUR S e e o byl sy pue SRl uoniesg)| =1
R PR R SN0 S0 put (SalEsa0ud ol AN 0 SE 200 U SR P oy pul (FRlEsaa0d | ‘sassacnsd ulEap w Ay
u| 3P} 0 axsaping sl deusi g3 aney 0y woresuelic 3y anbal spurpLEYs 15 B3| AL Y5 S0 LD SN DN Lk 3y e
wiouy SR pue sepede p0 a0USpIM3 PaUjEEL JUSUISEIRE paEn ABpI Ry J0 JuuaBeoew 2yl oy ] §0 33 3y)) ] SE0UO0E PR | pUT 5 SIUSWTEST T0EE oy, | gy InoyBnouyl SR pageial
PR SRS B S0UO0E palamudus e P ORI LD S B0 AMED Oy, eS| LpoE o apanud G pue ‘jas MOeidace uE ol S8 UG ELMLUNSO By udaadde]| Sty Raund Syl po tadeady |ausadeurus Jasie put J0s5e O
(Flaunpaodd Joyour (SDTERR30T Byl IRy SUDEEAT | WAL ILIRUUCUIAUT PUR 31T a0EE S uonrieiue | yoed alema 4 pwide oo BULAID TRBAR BRIBARE | 200 e i G0 T B0 i TFupaw T SaprE) AUHLEEDESE P Lo R el
*RLLEUPYIIL PILSSY FEL LM (130 1R [SlRanpasnsd]  auy W) 1RdU] G 050 A 313y) CSALmUaEadal 10 POOYIE] PUR 133343 NI AyL PURLLSPUN 8 uoaUn, ML dNY JI3I]  PRIUSRLINION PUR PIREIEER Ay aaf (Slaunpacd Jofpur [sajEsatcud
10 jpue {sajesaccud Jy52ads J0 A3UApAD JO/put; i N1 JOPSIE 5 L0y dio| 5 |esas0 5y Jususdeuss 1asse anpoeaad| Uy JuswaFeuRL 35 0 S| F5H 2T SIITIT 53| AMVEUD 03 [=2]ssa00ud p 300 |
5 ] i b TR uelso syl S g woy fistrs uy Wy L LT TN i uBRPUNGY Wk ue £ JsaBeuew i | oy passaappe ssey ta03 veop [settasoud o asquinu e sng i  E udmesiuelso syy tey oy FAH B4
AJEHLURSITAS DR 1055 0
Rl PRIRIRUDLESD E ]
DaaU SAAMADY S0P 1| "
‘Raenaoe pue Ayjenb saganbaa|  1ydiue ftaccud panepotse pue ‘pausapd wn Auenday
Bl PO PUR BRLETUOD 51 YOIy BOTH jum A Wi oy 1eyD vy aguseRp pue|  ue Baw ARG TUUS AT
- RN Punj oAl PUR PR ARADIYS 3G UED SPAIU SUONESIERI0 Ayl | SoneRiurRio au b0 AT agL e (UL BUE S0 Lo BTTER L]
Wa. 1 L LUy o snUlN | FWAgsAE uoprwuogu) reonesuelio sy josasn| oo aveudosdde §) warshs vopruuope wamaleur | aoredosdde 5 wege o sas|  PUR LS A UYELIDpLN L5paau | O
- “SpawAnba Juawalieuru jase 5 gy sulie | wen i 1l B 1050 1255 aun e auynbau Adwis ang “usqsis vopeuucgul|  1sreu 503 Yoo uawaBeuew | 2 swashs e Bruew yosse BN 5] WAYSAS LOfIEULIOH)
m B wonruau) subwsdeuRw 100E 1) darmud 01| soy Aupgriuediag [[eiasd Tey gL wes) weuaieuew UamuBEUEW 1R DY 0 WD) T IN0GE wdnEuaau) po padi] i o SRy Bujreiada Jua B TR T Pl wewsleusus
m FASEUD UL Y SRR0Id PAIURAUNDID By ) Byl suedd Buond HRNRLE LooMurie dy) | AU B KU PIDU SRUERUTIA Y PSR LDRI PRURLID I OU 8 Dy | | p0 SMBAD PUT S1IPAR SUBREDY E B USRS R Byl iy A g 4]
% T " Taw T - R Vo [ vowes | onvewsnn
<
S
= (3w03) ALIMNLYIN LNIWIDYNYIN 1355Y NO LY043H (€T 3IN03HIS
kS, Py paspu uAateun 15Ty
m P Buuitd dWY
© auuny Avodun
—
o
N 4 FEE ST D
- jde grrs asoge UDEIFLLLO R 1o
£ 190 ALK inAnsg| O UBFL AR BT PURGER By
S RA ByOEys pur | aue asy) P e day
2 1 it pangd w1 e R
k7] 5% Oed| auman pur saunGiad pa | 3o uaa e sinlm
m 18 () P [3) TE) 9wy 5 TR SAwagnER) Raesd W PR pRLt U e A s Sl L PRl o |
o WY DS ASpen SR WS FUeL UCTEWLITRU) ey ) IR B LUy B PUE PasERAD AvippBay Ajeaoor cuw Aupenb aqysinbay
W ARAAEUD I PRUTEED 3u) Ay BRI0iED USERAD Sy )| T ERUMERD DUR BUEDUEL| R 00 PELER TR e LIFY_ R CYATE L PRTRTET I
V50 Y INOGE IRy J 1| pue Aaerose pus Apent Py EIED SUY 1Ry AU
ST ueri e Fuipu B TRpaT fut AL R D IDAO] DT O BIURUARANGI B Sep-ni-in B diy i CouE] Ak B e B R R R s
Paaouciul |slasmpaiand Seoncd st gym| | jeuopesueiio sy o seen ususdeurus amse sog|  FuASHDE PHOUDM PROARAE 3T TOULED e Jaylpy | <0000 b BoqELLoUl ST nEL|| SuriiuR L) B30 L S0IRU0 | Lf SHESE S RIL)
@ S EEOY SURNEAT SRS U FUBLUATRUR L R By ]| M grRUeEAL || RERAG 1R DRy Y LR LUMUATR U By | ¥ SRR § PUOIVERND BUL O) BUDON BUL] O HIEO L AP DO B | R TR UerEur R gy E win RS B 1RO P MO LSRR | B

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

O L0 U 3UPLLRER 0 350 3] 0 SR
SOFALI s LD PO PUE SoUBLLGEed Bursn
HIAIBUR DU DUR TUSIIY THBIN DIBN WK

Burread S10] LONE AL PUR LIOIEHPU A0URLLC A
aei=dasdde due 42 T L I EHE

apidoudde v sapeed pumgy

308 SpUESSIGIE pacueye] 0

181 18410 pisE £IOIEIUGS SROU) PNOYS 1AL

I
arueuapad fuopeieeiie sy

VB PUl 01 UE I L RW-U0TD O

{ejued pue sanposiga ] uedo
KB yubwaleunu 1aie Buinasdun o1 1ndu)|
apinnud [jwa BuisoUoU UDMPUOY pue aouRucysad| sy

1EY1 UO{IEDAED WE 5 DY), ORI [ENEu

PUE SUGTIE SATILGT O k) spracid o) £)nsa sa| r want
Bl oaju e Sy s sngadal Lenep Jaukueaad |

BuEle|fAuipeal pue Bulayiuow aanaeasd

LI FARDPDL IOy PRSP IUIDE U] SEUSLINEY 300 3as |, "
AN ABY] RUBISAL 14TE pUE IR JO UGHIIpUD §
JEPUR BRmaLD g Byl MnSebw B Je s | v

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

P ————— d (L) 18D LU0 SHUAIIE PIIRFS-HESE SUDMERUERIC] 01 (FRUNpaccut LITIUIRW PUT IUMLMIW) yRIgRsa| 1 T O 49 UY SRR PUR FRULOUT 3L
#3) Fuaenop Adayeas Jojpur .a-E..!B:E 355%235331;162%5!52!1% i e 3 UD{EEEAUFRI0 3] S0P MOH 56
PR i ‘103 [aIU00
Pl ABDYRIE JUSLSTTTG
R M JUITEUDD
uuuuuuuuuuuu |eusapE e RO pBOD pHpoads Japun
08 § 95 Swid A paanbad U L uy 4N P{LIED MR SRIAISE Bundul
o T LD S| Loy Bupur §o Lied BT 1 = L RS DU BIDEER
LR A ABY | IS B peUIU0S ARy eudosdde | asuriu o sunare of aoed B [eonaadse por] aoursuRL
e aanaUopad Wwaptls Jasse pue ysu 1500 Uy |44 Buinnd pue SSau3aa; NP 224 L Buunp SaMsNIE JO 0L
W0 IS Ve ABM B USNS U pue saAoalqo pue ABaeas Yogad| oy o d way S0 | pue [fluend wausdeuru
DY DRy PO VR UGB DD BRUMN DD | JEUABPUBL STTE B LM UDD JaU LETHT! y2E L] E'ﬁig
PUR SLONIF (UMLARAE LI SHPNR Snataasd SEIENG Ay _—.vl!-vaﬂ!-.! .Ei%ff!% “paURLA) sasogessacoad]  paunganugs Joj JuSeuamnbad 3
10 SRy AIaNP FE00ud 0 UPNE S0} Junpacaud S0 way saBruew Rajosd por aup (shuepd pswaleupw aese|  paluswncop Ay aEua o o/pue [slssac0sd Wyl e
PHILMANIOG ‘MBARS J0) Lnpaioud paluswunsog | Srereiueu ‘tadeuna Tuo)IERdo ‘LaBeoe 1Ty !Eii?—ggg; §5a30sd & Samnbas uaiun ysL] oyl aveaus o $1a00sd FENGOU Y | uoirEEEiio g1 S0P Moy 16
LERIEATIE BursOiis|uaues
UONEAD JEEE O] WAl snadse a0y smuceda H P SO{ONIRU0D “JUSauasrsasd
LoD YL SA0ARIE HRAAY) 40 [CUIUCT pue aepd u| L “UOfLEy o "uBED Sapm
(e wawsleuew 1a95e jo voneusundw) aya| sjouuco weonpe ) ‘saBayeis JEipeu 1588 nE Banandiag UYL CEMAEEE O JUMAHOURL S
é%!ﬁl!‘i o ssde aon PUR S0 U duaBhonay WA P o 30 USEEINESE "UORED
DU SIS U aagy o susnesuelo annbay TSRS 05 ovd Hal|l 0 asea TV RTET R TTE TR ] LR BRoU UG LHSIad S} TRCUODE SATMATEIE |0 |DIIL0S
PR BO[INIEEUO0 “JEeURIN30 s WOy pom SRURPURLS PISN ARpIW Souanbetuod v by Bepeeaw| o ey sucpupuod payisads| 5] LOjIFESUNID P ESA30UY pum [sjuepd yuawaieuny
“uliptag Buppnau) JUSLSSURYLS “BOMMRtoE ‘UojRan panoend Aue by o) JuswaBeuny yrte oy apsa|  agun 100 pajises s 4 Ik 1oy SR £3) 0 UO{IEVUBLISjdan
e Funrd Shruaee sk )i o (euuea pue | HRUNa0A] Bra TRhurng [ Uy e P Qi peap B 01 phau Ay degd o u) sy e aahs e ey peswsdua) e Bend g WY b oy [SalEsasasd wipew
IUMUARHL 301333 Ay BunesUcIUapR 0] WA SU3 O PR PARTL a0 woy padeurw pajoud | | _Bmap, Sy am Aa ) (sjuepd JeaualeuRil yaEsR | auniua o) @ d L n |PUR JUALSNDW] YRIGRYES
2w Lopym (sjunpaccud pue (fafssacud pasawnaog | pur yess usonagsund e ulieap ‘aBrer 1aeny| 0 oneIuwR) 241 IN00R A AL MR AN Fsaenbas unpauny s an am] E UOEEEAUFRI0 3] S0P MOH W
e T e N T A waz “ON WeHnD
[1u03) ALEALYIN AINTIWIDYNYIN LISSY NO LHO43Y JET ITINAIHIS
payddy propunss suauraouoyy Jassy
Pou By diY
EUDN Aundioeny
2P urendng “LaoungHEuss)
[isajssanoud *AIPGEIL R J3P
P [launpaodsd ) wagsls weluiBrumy Wie sy a o3 e u L4
QU] PAVEICCICI A8 LML RRDA JEY] 24000 CRE AT OF TTRE] [l LIt b e FUSSAS PUMUIIEURL JISE UL
SPURAETS I RN A3 Stuausinks BuiBueys) FEITE] EPTETITENT G P00 ElERaarbay
) Bupp Aajod| P MaU AJVSIP) O 30 1 PUSIUBYIIW qELpeT voda Ariauad sasnnamn|  aeeeda e eyl iy MOy PUE “EEHLRbL
saasdga £ uonenuelio 5y | EeotASE i uska) Aaget pue PUE HIBLUSTELE SaBy of Aiessacsu 51 (3 FE L e Wwada) af Sy Sannig )
PUR ASIVEITE WaMUSITURLY S50 QW) PRIodioau] | YIIeay § UoTariio syl "WaisAs WaaaBeaew 1EE iiﬂgggg;ﬂ;u! L fadupya & JAE0 puR ARDAlErs camnBay
% puE wopnasapy #p Buisnbag 350yl o) HOIssaoe| Syl oy ANIIEUCORAR AL M weal JudussiTun| 2unsue 00 SpaauU TSy L @ 3 “pela) s 00 s5a00e apond pue
SPER PRSP 81 4] 5113 o e LG Bupetua a1 fs_i:.___i.:!...!sa:-kt# ey iilie..aﬂt:!nits_s!.__ki_! i PR B hritndag Ailpuap] o) 3ary uenEsueis
£ saunpacasd pue I el ay) i sucsesueiio ayy Seuew doy| eda) s s Apdusos o vopesuedio ue J0p JapUe uj| o s yiy o) palgns e sHa3 {3 A3 sa0p npac0 s 1EUM [

wel.co.nz




@ WEL Networks | 2018 Asset Management Plan

“wagshs Jeswaleuew s8uy|iey LETLT
SR By 00 EDE DI GDILIE RATIL0T S0 Baleud Juinied ol S NIE0-Pd Gy ST
waa) Buse adang AMTIIOM JEYL MINE | Dpcu) Swagsis PUR SETI00) d ¥ U 5 F5aaBod go
OE[R SMURPURYE Y paEn Aapiy, usddey puapo UNRUA ) “FHILOYINE puUE I "paynpseys jal uayl yHym
1 pO SIUBLINIAU & pynoys aoeyd u) aue SusauaBueiee| seouajadwsod saqp g 54 |sopal oy pedy a3 SUONEIYIOU
apeudaadde vyl sunsed puk appoad Wi SELRuTEng Bapnpun paynba B S ) paungdes e
A 01 SABUPYD SEMEPE OO0 1NED) 0 PR R AAH) 6 ERacoud PEARURGDR | BRRIE) ST M0 Sy B Y
ATUPULLRA CEMALAA A2UPLLIOLSE BUR LOIEPUD “RI00R anuasaed pur|  sucne agpudasdde i nEen uo e suonednan ¥ RINAN 3 LY IN200 30U PRILMUFICD PUR PaIUARY £ FUHULIQUC UoU P
[sajsza00ud pue (slunpeooud Juausslesna jatoe|  ayioaund Bl pue & LT 2anpe} puUe JUIPE| .uﬂ..ﬂ_.-nEg_u‘. Op S2UNIL, JEJIUIS AU ol 24 SUOMIIE AROUIAD, ad axseuLopad Jood payIuaR jo
o1 saBueys paguaiay 1aaiosd pue tausuedod) HES Suied) uopieBasasu) WaDi pue 11pTy 6 SUGHE 1 pue aud i aaribad £ ware SATELesASIY PUE BAIIEILI0S YHUM) LHTVED S 1eaid S0 SVEURLID
TARUBADE U OO0 BENE FLG3D LonediisaL FIE AL 0 e BrUEW DY a0 AN GRS o0 PN B uStERuEE o ..;EE RAERED J0e TEELER B IR PR My PO W 04 £ SUSEIST Al J et [2-0E 4
‘[sjurid WaWITRURLE 135Dy “RRI0ZI UOTIRNJIDOWN  [|RAAAD LM WRaY 3y isungadced uauaBea | aye@iniw 0] uoM UBNFY PUR “SROURLLGJUGI-LOU PURH <o ueoay PUR Saapoul Ul PAINGHRD 3R SLCH FRNSRALY AANIALY AR EaSdR aEln| ANREURARL]
“SNUIL pue $00U Bunai “Spa02u skeuy T 53 S0} A[UCCEA W JuduaBruew oy | SLSpou) ‘saun)|e) AR s pagrBnsaau) Buer | saun ey 1aeer 0 U e s vy woy sswomng] uopEsUE 2yl 5300 MOH R i) BT
EHIANM sl JasE
au) so Appgreuodsa P3| MTYE 5B N0 pajLmeeD e sypne
“sanpsiau wsy Bupey) a0y o Juspasdapu) Azajes pue Amenb prmy pue
R le - RE R T b L) SR T et L B ] B Ajpian Pl TRa0UE 3 pai FURAE §130040 §13010g Dy |
wanbasgrs Aue s Jagadog p LETTLEAT ST LT Egﬂﬁgﬁ! ay u) wadwen puucsiad Ay wwagsks wwawaleuew ISR
upne Yy A [sjaanpacasd auyl yo acuapiag | apdoay sopaunn R 3 "o PAPNPUOD 3G pnoys Jpne ay)| no ma LETR L] jepads |ewsay W
330 SWOda HNNPAYSE PNy C[auuctasd upne| u-_a-.t._i____n‘.:f Jllt—!!:iﬂ ‘paEIUIBW Pl paquaugd |  Aasy B USHIpEE U] “SEaUrENg lisa)itancud)
DLILS0IOR DL PIYITUDR WY A RN 3L P 0 MILRdEa UL A L sl 0T Ratal Jipay ‘L% # o SRPUY T PUT ' 9F § 55 S J0 "By T PIULR} | AN 0 FOBDEE INCLIRA 1T THOD| LUIEAS udwaBhy
FURNE Ay |0 AMSNDAL PUR 3005 AU PAUILLEER TR ) )0 WMUABRURL Uy a0y AU | FUSAWAINES PRIRDOSEE A B8] Saudwsambas upee( o pirods (g g el | ey s g uasaieae WEER T pOUPNE ML S0
U 4ty Ag [SJABOIOpCIe S UOERURRIO Bu) | |IEsa0 s weal 2y siunoaccud wasBeenw |y a3i0esd PURDURSS U Y ASo ) 2u0p SRy | L Juawsuni 1aese aul | AEnk ng Ly pRayap sannsd (sfampadoud yEg e o aUR
{epurpascud 1 pre pa - 3aEse ©uoiebuelio sy J053E 53 40 MEUCELa) wea udwaBeany oy | vonesueilio g 1eym auopdhar 67 SBST Uo|TEaND U1 | |0 FR00UE IPNE PATLLNIoD Y JIprE [Bulaiu U BEy 73 wml E wonesuedio syl SEy veges Py 50T
L ] AR R e Fam ESRNG e [ Aonawng—wuapi g uBpRnT ueE “oN USEenD
(1w02) ALMALYIN LINIWIDYNYIN LI5SV NO LHO43Y (ET IINGIHIS
Py QARUEIE IuIwRROLD Y 1T
PO BUITES oY
Awnpy Aupdeua)
“saysyia
i Aubdiics syl e Buiploom
Hupaq Juana ayy uy grsad A
SR e SaEnAD WEayiuig
SAINNT S O pALI00a ae
‘alhsd cuds L L HERTTE T R E T W
S SN LYY S0 DU SHOTHEOT) “SISLINPUOT IS £10 umy sajead Bugnes
o) B BumiF Lt Pol SUDUSUed §NR) Japun .’-g.—_-; o e Buipapul spdaad| PaIABS 1 URWISUea|  § ARG |y HulOmsous put = e g
T jeway|  eeeg jaeee sy Burenu o) ap o dp FEYY NN ypu| -uou po ypegpaa) sy sEactud | UoRERUALRDEN S0y Wass k) puE PO ‘snondiguieun
U UL GO | ) FUSBITAR UG EHURWES _ii EEE‘._!.;E; ;!iiggig TR BTG A3 LR (R TTR L I F e TR T "y B SRR UG USS L
UGRILICY) SO0 Py ¥sag BOMS O )y N g Eno AL | Aueap suysp o ks ayg IR SH I SU0S3 PAULED) U US0L) SUCEE paathy pioe suonenys Asuallimua pue
A TRRA W 81 MLSYINE PUR SR igiuadial e o] Egnii gl Aoy u!a_i.l.li_ .Elv.!! Kjatins FaanDag nnsged I e R Ras) BILARE SRR A0
pauliece jo 30{] S )| SRR Sl UM S3p00 PRUACTOE SARY DUM 3003 | PUE TSR 05 I LLGHLOD-UC DUE SISSDIU) S3unjie) U] 'PUR S{LRLLIIRUCR pue ssaccud [yiH ) SIsAesy 10 uoi3EEn W pue uoreBnsIAL) =% 2o T
uold pun EEE!‘!‘; W Bl 0 Wi R By o) LS Rueea o il R Bt Bunpuy g o _"Iin?l BUR FLBPE BN LR D 100l YERGU FRogLer BulBURY ya sy R
“SRIN|IEY PR o PRIBAD s WD) Y e L pus sjuausNdey) Sayspqee wonesiuelsol o uoneBgsasy) soy s5a00ed| pue saEpQIEIROds) AL wdoudice L pue Appqiseodsay PR asse
zi!ﬁin‘!g!‘ig AU D Pl AL RS U R by -ﬁ.lﬁ.!__.i! !Eﬁiii_ i nbad & g pasge ey m|  E woibERe g Teop mod | 0 usparRania) 6

€T OLVTT SITNAIHIS FUNSOTISIA NOILVINYO4NI

Best in Service Best in Safety



WEL Networks | 2018 Asset Management Plan

‘Tanaaie por

Afavens walss¥ouew 1atee 0 paun Sanba per| suonesurl B g

001 MU 5 LCTIETHEAD PUB WO SBuri
Jo sy voapton sipmmou 01 el

- B, 10) T BaFIDA A S8t Anovien]
943 50340 01 BTG LIBT3 53

OUOSND O Ty
aButypua MFpIpAny UofRdETsed pur Bupewguag
ERaaI pUR TR0l JUSLLSOjARSD PR Yanasay

“AaEaE iy

01 yreoudse £ uonenuelo u sisopds wanteob s

ayrdoudas oF LIsy) KLU pue uonesiurilso

LR 1} 03 APQEHNS 10) LEME SIIEAEAD 'Brdadusy 09

BHUUNLODCS N AUT SHIIUAR ¥ G0 LHEFUCUN

o e g s vopesuelio 2y sappgrde
’IE‘EEIE!IE

i® jo &l 1 purdes o sans

02 07 210 A patuMEEEul

W MEoLB0RAIR NELOnItdn

0% 55 Svd 24149 "B By S0P (oo uonesjueiao

M, SEUM ) m00] I) g PO PUR SBLEDUTIOY
Bujiso T POASq o0 uopreReeio UE LaYM

WAL TRIEN PAR U SEERSSAL

LT Eziligl_

3 o0t sejrseood weadinke sprpu| &
uE Bl A I L o Sy U0 e sy

VarAd]ad gt S
THEAOUI Tl M nOgE -

UGN RIGTILD] [0 J2RI5E uELsn a0 u

€T OLVTT SITNAIHIS FANSOTISIA NOILVINYOLNI

fuenrsueloo 2q o
E_ii&.li
e w2020 pue ABopUy R
B8 B JU DB (e MU
anoge slpaymouY amntoe pue
(1338 woniesurlic ) SA00 MoK

511

zigiﬁglig? ..Ev!mﬁﬂ

Ut sy puaualeuew 106 5 uon il

Sy et a3 J0 uoussBrisew doj sy

A ] EER U AR L R SRRy e
JUaL A0 Hraiageds 1oy Baoo)—eare Y u)

AR s D P U R b
iy

 paupee Agaesede| ¥

R e ¥ SN EuUR 0 UR S0 00 Bonsan 1) | I
DA A Y ESO0UIE SISE |0 BO{UPLON AT L) R o

LEETTL M| “3INS JUEHEFTICD PagaAD)

S SUALEBALICGH [T L)
Badpfitiad (g pepeem

.n!l..ﬂ.g I_.!._.i_lﬂi._.n_:on apy i
anapyze oq suegse Buuowaidi) pue Basquopd| o) b
EEE.!EE&EE—E

ol E:&Et&: ._...l_v_au iﬂgi

D03 B BIOYM B $5015e
U EAS FTIE PUR SLATE JO
VPSPl DL I )
PR S PALERR BERE SO
18 RGOS Eumte Sl

ETT

|Haanpastud u) saduen Pal cha) pu
Hurag sanbaapay M jo 3Eme]
"= It B Lt SpRcay
e

pue saphed Suppsm jo SUa0RG UoGewLo) |
SRR PN DU R SO

§6 350 pasasdui) Buriaaya) (s rasau puel
[Almanpac0d Ut SEBUREY ‘paaLaIgEl PUR FA1010

UL () B IR
o) pgreuccsas saleuryy JURan0 ) U3 51
Buipnjou s JusmcaBeue e 1, ucrejua o

Husag sanbulE mau J0 3oUapAg
Biiaﬁaui:siuiiﬂ

D

i an0 ) HIMUATEAL Ky Boomon] — pase B U
sapaRded £ uonemeriio ur saaopte worsn Ty

o

e dgxnaeday)
IR A SRR PUTEMI3IAT L) SHIIR SRR Buijep
SMINPOIUT B Turthl
pur sassasnan Sewswtan syl parpur
U] NS JENENOD pEgoLG)

.....................

{343 {8 DU SEOIOE 212558 [0 LOMPUONEOURIGjS | Hor)
PR FR R02 40 USARFRUEEE W

:E.zig :
aasjyoe 00 suodoe Bupjuaussydan pue Burmioad ._.r..... E...__Eﬂ.unu._u CETLE]
isifiﬁ%h:g ___________________
pue

LRI B MO YD TFDLG
SURKSAS BT pUE SIRASE
UCHPUS PUR BiURALO R gl

PSR 55| POLERM LaTET
8 L i 00 e Bl Uy

FLTR= T .._..__E.Ur.u._.uan (FERETES
B.Eavligisi.!_ FrUIOAD TR0 LD §

WoEaERi0 D TR Mo

ETT

wel.co.nz







WEL Networks | 2018 Asset Management Plan

11

APPENDIX




APPENDIX A: GLOSSARY

AAAC All Aluminium Alloy Conductor
AAC All Aluminium Conductor
ABS Air Break Switch
AC Alternating Current
ACSR Aluminium Conductor Steel Reinforced
AHI Asset Health Index
AIS Air Insulated Switchgear
AMMAT Asset Management Maturity Assessment Tool
AMP Asset Management Plan
AUFLS Automatic Under Frequency Load Shedding
CB Circuit Breaker
CBRM Condition Based Risk Management
CDEM Civil Defence Emergency Management
Code Electricity Industry Participation Code 2010
CoF Consequences of Failure
DC Direct Current
DGA Dissolved Gas Analysis
DMS Distribution Management System
DRC Disaster Recovery Centre
EDB Electricity Distribution Business
ENA Electricity Networks Association
ERP Enterprise Resource Planning
EV Electric Vehicle
FDC Cost of financing
FMEA Failure Modes and Effects Analysis
GFN Ground Fault Neutraliser
GIS Gas Insulated Switchgear
GIS Geographic Information System
GWh Gigawatt Hour
GXP Grid Exit Point
HI Health Index
HILP High Impact Low Probability
HV High Voltage
ICP Installation Control Point
IT Information Technology
kV Kilovolts
kW Kilowatt
LTIFR Lost-time Injury Frequency Rates
LV Low Voltage
MVA Mega Volt Ampere
MW Megawatt
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N N system security means that the system is not able to tolerate the failure of any single component in
the network. Any failure will result in a loss of supply

N-1 N-1 means that the system must be able to tolerate the failure of any single component in the network
without affecting the supply of electricity
NMS Network Management System
NPV Net Present Value
OH Overhead Lines
OLTC On-Load Tap Changer
OMS Outage Management System
P1 Priority 1
PCD Post Contingent Demand
PCR Post Contingent Rating
PD Partial Discharge
PDD Project Definition Document
PILC Paper insulated, lead covered
PoF Probability of Failure
PPE Personal Protective Equipment
PV Photovoltaic
RAMC Risk and Audit Management Committee
RCA Root Cause Analysis
RCM Reliability Centred Maintenance
RFP Request for Proposals
RMU Ring Main Unit
RTU Remote Terminal Unit
SAIDI System Average Interruption Duration Index
SAIFI System Average Interruption Frequency Index
SAP Systems Applications and processes
SCADA Supervisory Control and Data Acquisition
SF6 Sulphur Hexafluoride
SFRA Sweep Frequency Response Analysis
SO System Operator
TRIFR Total Recordable Injury Frequency Rate
Trust WEL Energy Trust
UG Underground Assets
VolLL Value of Lost Load
WEL WEL Networks Ltd
WLUG Waikato Lifelines Utilities Group
XLPE Cross linked polyethylene

APPENDIX A
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APPENDIX B: CONDITION BASE RISK MANAGEMENT (CBRM)

CBRM is a methodology for establishing the optimum
level of renewals developed by EA Technology, a UK
based energy consultancy. The methodology assists
electricity distribution businesses to deliver effective
asset related risk management.

CBRM is a structured process that combines asset
information, engineering knowledge and practical
experience to estimate future condition, performance
and risk of network assets.

The CBRM process can be summarised as follows:
1. Asset condition — ‘Health indices’ for individual
assets are derived and built for different assets
categories. Current health indices are measured
on a scale of O to 10, where 0 indicates the best
condition and 10 the worst.

2. Link current condition to performance

— Health indices are calibrated against relative probability
of failure (PoF). The health index / PoF relationship for an
asset class is determined by matching the health index
profile with the recent failure rate.

3. Estimate future condition and performance

— Knowledge of asset degradation is used to ‘age’
health indices. The ageing rate for an individual
asset is dependent on its initial health index and
operating conditions. Future failure rates can then

be calculated from aged health index profiles and the
previously defined health index / PoF relationship.

4. Evaluate potential interventions in

terms of PoF - the effect of potential renewal,
refurbishment or changes to maintenance regimes
can then be modelled and the future health index
profiles and failure rates modified accordingly.

5. Define and weigh consequences of

failure (CoF) — a consistent framework is defined
and populated in order to evaluate consequences
in significant categories such as network safety,
performance, financial and environment.

The consequence categories are weighted to relate
them to a common relative monetary ($) unit.

6. Build risk model — For an individual asset,
its probability and consequence of failure are

combined to quantify risk. The total risk associated
with an asset category is then obtained by summing
the risk of the individual assets.

7. Evaluate potential interventions in terms

of risk — the effect of potential renewal,
refurbishment or changes to maintenance regimes
can be modelled to quantify the potential relative
risk reduction associated with different strategies.

8. Review and refine information and process —
Building and managing a risk-based process on the
basis of asset specific information is not a one-off
process. The initial application will deliver results
based on available information and, crucially, identify
opportunities for ongoing improvement that can

be used to progressively build an improved asset
information framework.

It is important to emphasise that the methodology is
flexible enough to address the specific characteristics and
operational context for each category of assets. How we
approach the key components of the CBRM process is
described below.

Define Asset Condition

The first stage in the CBRM process is to derive a numeric
representation of the condition of each asset in the form
of an AHI. Essentially, the AHI is a means of combining
information that relate to its age, environment, risk and
duty, as well as specific condition and performance
information to give comparable measure of condition for
individual assets in terms of proximity to end of life and
PoF. Figure B.1 below illustrates the AHI.

Condition Health Remnant Life Probability
Index of Failure

Bad n At EOL (<5 years) High

Poor 5-10 years Medium

Fair 10-20 years Low

Good 0 >20 years Very Low

Figure B.17 CBRM Health Indices

Best in Service Best in Safety



The AHI represents the extent of degradation as follows:
Low values (in the range O to 4) — represent some
observable or detectable deterioration at an early
stage. This may be considered as normal ageing,

i.e. the difference between a new asset and one

that has been in service for some time but is still in
good condition. In such a condition, the PoF remains
very low and the condition and PoF would not be
expected to change significantly for some time.

Medium values (in the range 4 to 7) — represent
significant deterioration, with degradation processes
starting to move from normal ageing to processes
that potentially threaten failure. In this condition, the
PoF, although still low, is just starting to rise and the
rate of further degradation is increasing.

High values (in the range >7) — represent serious
deterioration; i.e. advanced degradation processes
now reaching the point that they actually threaten
failure. In this condition the PoF is significantly
higher and the rate of further degradation will be
relatively rapid.

The detail of the AHI formulation is inevitably different for
each asset category, reflecting the different information
and the different rates of degradation.

Condition Related Probability of Failure (PoF)

The second important relationship in CBRM is that between
the AHI and the condition related PoF. This relationship is
shown schematically (solid line) in Figure B.2.

10
Serious deterioration,
significant increase in PoF
x 7.5
)
-]
£
£
©
[F]
T 5
Significant deterioration,
Hiv small increase in PoF
lim
I -—
25 ImS
12 ;—é Measurable deterioration but
1 8T no significant increase in PoF
o
L+~
€3
0

Probability of Failure (POF)
Figure B.2 Relationship between AHI and PoF
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The relationship between the AHI and the PoF is
non-linear. Under normal conditions, an asset can
accommodate significant degradation with very little
effect on the risk of failure. Conversely, once the
degradation becomes significant or widespread,

the risk of failure rapidly increases.

Asset End of Life

Adopting a consistent scale for the initial definition of
condition for all asset types provides a basis for calibrating
the AHI values and a basis for defining end of life. In CBRM
terminology, end of life can be defined as when the condition
related probability of failure becomes unacceptable.

Consequences

The risk associated with any asset is a function of the PoF
and the CoF. Four categories capture the key (quantifiable)
CoF that affect all distribution businesses. These are shown
in Figure B.3 together with their units of measurement.

Consequence Category | Consequence Units

Network Performance + Potential loss of system availability
Safety * Number of fatalities
+ Number of major injuries

Financial (e.g. Cost Of * Number of minor injuries

Repairs / Replacement + Money ($)

Environmental Impact + Volume of oil spilled

* Volume of SF lost

* Number of fires with significant
smoke/pollution

+ Volume of waste created

+ Scale of disturbance (traffic / noise)

Figure B.3 Consequences Categories and their Units

Criticality

The severity of the consequences associated with an event
will vary depending on factors such as the physical location
of the asset, the potential load interrupted by the fault,

the accessibility of the asset for repair and the cost

of replacement. In order to estimate the relative significance
of a fault or failure, it is necessary to establish the criticality
of an individual asset for each consequence category.

This has been achieved for each asset group and
consequence category by initially identifying the significant
factors that affect the relative criticality, and then defining
the factors using a number of levels or bands. Within CBRM
criticality factor values are determined based on the relative
weighting of the parameter compared to the average.

wel.co.nz
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Risk

Risk can be described as the ‘effect of uncertainty The outcome from CBRM models is a risk analysis
on objectives’ and is generally defined as the for each individual asset category. Different risk
combination of: outcomes arise from different renewal scenarios over

=  the probability / likelihood of an event occurring; and the AMP period.

= the resulting consequences/impacts if the event occurs.

The scenarios considered included:

Do nothing Assumes no investment within the planning period

Current The current year’s investment

Re-prioritised Optimum investment using CBRM outcomes with the current year’s investment

Higher spend, No Simulates that year-10 (Y10) risks are maintained in the current year’s (YO0) level with higher
risk increase investment requirement

Highest spend, Maximum investment to get the risks to the minimum level in year 10

Minimum risks

Using the scenarios above, the optimal renewal Individual asset risk profiles with their corresponding
programme is identified for each individual asset category. mitigation programmes are aggregated to determine the
The “Do nothing” scenario generally demonstrates the overall risk profile for an asset category.

level of risks involved per asset category and provides a
good indication on the required level of investment priority.
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APPENDIX C: INFORMATION DISCLOSURE COMPLIANCE

ororee | pewenen |

3.1

Summary

The AMP must include a summary that provides a brief overview of the AMP contents and
highlights information that the EDB considers significant.

Executive
Summary

Background and Objectives

3.2

The AMP must include details of the background and objectives of the EDB’s asset
management and planning processes.

1.1.2

Purpose Statement

The AMP must include a purpose statement that:

Makes clear the purpose and status of the AMP in the EDB’s asset management practices.
The purpose statement must also include a statement of the objectives of the asset
management and planning processes.

States the corporate mission or vision as it relates to asset management.

Identifies the documented plans produced as outputs of the annual business planning
process.

States how the different documented plans relate to one another with specific reference to
any plans specifically dealing with asset management.

Includes a description of the interaction between the objectives of the AMP and other
corporate goals, business planning processes and plans.

The AMP must state that the period covered by the plan is 10 years or more from the
commencement of the financial year.

The AMP must state the date on which the AMP was approved by the Board of Directors.

Executive
Summary

Executive
Summary
1.1.2

Executive
Summary 3.2;
4.1

Executive
Summary 3.2;
4.1

Executive
Summary 3.2

Executive
Summary

Executive
Summary

Stakeholder Interests

3.6

3.6.1
3.6.2
3.6.3

3.6.4

The AMP must include a description of stakeholder interests (owners, consumers etc)
which identifies important stakeholders and indicates:

The AMP must include a description of how the interests of stakeholders are identified.
The AMP must include a description of what these interests are.

The AMP must include a description of how these interests are accommodated in asset
management practices.

The AMP must include a description of how conflicting interests are managed.

1.2.3; 3.1

1.2.3; 3.1
1.2.3; 3.1
1.2.3; 3.1

3.1.1

Accountabilities and Responsibilities

3.7

The AMP must include a description of the accountabilities and responsibilities for asset
management on at least three levels, including:

Governance —a description of the extent of director approval required for key asset
management decisions and the extent to which asset management outcomes are regularly
reported to directors.

Executive—an indication of how the in-house asset management and planning organisation
is structured.

Field operations—an overview of how field operations are managed, including a description
of the extent to which field work is undertaken in-house and the areas where outsourced
contractors are used.

1.1

1.13

1.13

1.13; 4.3

APPENDIX C

The AMP must include all significant assumptions.

6.1.1; 8.2.1;
8.3.2;9.1.2

wel.co.nz




[ Reference |  Requirememt | Ret |

Systems and Information Management Data

3.8.1 All significant assumptions must be quantified where possible. 6.1.1;8.2.1;
8.3.2;9.1.2
3.8.2 All significant assumptions must be clearly identified in a manner that makes their 6.1.1; 8.2.1;
significance understandable to interested persons. 8.3.2;9.1.2

3.8.3 The identification of significant assumptions must include a description of changes

proposed where the information is not based on the EDB’s existing business.

3.8.4 The identification of significant assumptions must include a description of the sources of 6.1.4; 9.1
uncertainty and the potential effect of the uncertainty on the prospective information.

3.8.5 The identification of significant assumptions must include a description of the price inflator 9.1
assumptions used to prepare the financial information disclosed in nominal New Zealand
dollars in the Report on Forecast Capital Expenditure set out in Schedule 11a and the
Report on Forecast Operational Expenditure set out in Schedule 11b.

Material Difference in Information

3.9 The AMP must include a description of the factors that may lead to a material difference 6.1.4;9.1.2
between the prospective information disclosed and the corresponding actual information
recorded in future disclosures.

Asset Management Strategy and Delivery

3.10 The AMP must include an overview of asset management strategy and delivery. 3.2
3.1 The AMP must include an overview of systems and information management data 7.2;71.3
3.12 The AMP must include a statement covering any limitations in the availability or completeness 8.2.6;6.1.3
of asset management data and disclose any initiatives intended to improve the quality of this
data.
3.13 The AMP must include a description of the processes used within the EDB for:
3.13.1 Managing routine asset inspections and network maintenance. 8.1;8.2;8.4
3.13.2 Planning and implementing network development projects. 4.1;4.2;4.3
3.13.3 Measuring network performance. 5.2;5.3
3.14 The AMP must include an overview of asset management documentation, 3.2.2;7.2

controls and review processes.

Communication Processes

3.15 The AMP must include an overview of communication and participation processes. 3.4; 3.1
Financial Values
3.16 The AMP must present all financial values in constant price New Zealand dollars except 9.1.2

where specified otherwise.

Disclosure Requirements

3.17 The AMP must be structured and presented in a way that the EDB considers will support Throughout
the purposes of AMP disclosure set out in clause 2.6.2 of the determination. document
4 The AMP must provide details of the assets covered, including:
4.1 A high-level description of the service areas covered by the EDB and the degree to which 1.2
these are interlinked, including:
4.1.1 The region(s) covered. 1.2
4.1.2 Identification of large consumers that have a significant impact on network operations or 1.3.1

asset management priorities.

4.1.3 A description of the load characteristics for different parts of the network. 1.2.2

(O]
x
[a]
Z
w
o
o
<

Best in Service Best in Safety



g EH

y)

4.1.4

Peak demand and total energy delivered in the previous year, broken down by sub-network,

if any.

1.2.2

4.2.1

4.2.2

423
4.2.4
425
4.2.6

Network Configuration
The AMP must provide a description of the network configuration, including:

Identifying bulk electricity supply points and any distributed generation with a capacity
greater than 1 MW. State the existing firm supply capacity and current peak load of each
bulk electricity supply point.

A description of the subtransmission system fed from the bulk electricity supply points,
including the capacity of zone substations and the voltage(s) of the subtransmission
network(s). The AMP must identify the supply security provided at individual zone
substations, by describing the extent to which each has n-x subtransmission security or by
providing alternative security class ratings.

A description of the distribution system, including the extent to which it is underground.
A brief description of the network’s distribution substation arrangements.

A description of the low voltage network including the extent to which it is underground.
An overview of secondary assets such as protection relays, ripple injection systems,
SCADA and telecommunications systems.

If sub-networks exist, the network configuration information referred to in subclause 4.2
above must be disclosed for each sub-network.

1.2;6.3

1.2;6.1.1;
6.3; 6.3.1;
6.3.2; 6.3.3

1.2
1.2;2.4;25
1.2;2.5

2.7

No sub-
networks exist
that meet
disclosure
threshold in
definitions

4.41
4.4.2
4.4.3
4.4.4

Network Asset Information

The AMP must describe the network assets by providing the following information for each asset category by-

Voltage levels.

Description and quantity of assets.

Age profile.

A discussion of the condition of the assets, further broken down into more detailed

categories as considered appropriate. Systemic issues leading to the premature
replacement of assets or parts of assets should be discussed.

2.2-2.9
2.2-2.9
2.2-2.9
2.2-2.9

Network Asset Information by Asset Category

4.5
4.5.1
4.5.2
4.5.3

454

The asset categories discussed in subclause 4.4 should include at least the following:
The categories listed in the Report on Forecast Capital Expenditure in Schedule 11a (iii).
Assets owned by the EDB but installed at bulk electricity supply points owned by others.

EDB owned mobile substations and generators whose function is to increase supply
reliability or reduce peak demand.

Other generation owned by the EDB.

2.2-2.10
2.10
2.8.1

2.8.1

Service Levels

The AMP must clearly identify or define a set of performance indicators for which annual
performance targets have been defined. The annual performance targets must be
consistent with business strategies and asset management objectives and be provided
for each year of the AMP planning period. The targets should reflect what is practically
achievable given the current network configuration, condition and planned expenditure
levels. The targets should be disclosed for each year of the AMP planning period.

5.2-5.5

wel.co.nz
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[Reference | Requiement | Ref |
Network Development Planning

6 The AMP must include performance indicators for which targets have been defined in 5.3.3
clause 5 above must include SAIDI and SAIFI values for the next five disclosure years.

7 The AMP must include performance indicators for which targets have been defined in
clause 5 above should also include:
71 Consumer oriented indicators that preferably differentiate between different consumer types. 5.3.3
7.2 Indicators of asset performance, asset efficiency and effectiveness, and service efficiency, 5.4;55

such as technical and financial performance indicators related to the efficiency of asset
utilisation and operation.

8 The AMP must describe the basis on which the target level for each performance indicator 3.1;5.1;5.2-
was determined. Justification for target levels of service includes consumer expectations or 5.5
demands, legislative, regulatory, and other stakeholders’ requirements or considerations.

The AMP should demonstrate how stakeholder needs were ascertained and translated into
service level targets.

9 Targets should be compared to historic values where available to provide context and scale 5.2-5.5
to the reader.

10 Where forecast expenditure is expected to materially affect performance against a target 5.3.83
defined in clause 5 above, the target should be consistent with the expected change in the
level of performance.

11 AMPs must provide a detailed description of network development plans, including—
1.1 A description of the planning criteria and assumptions for network development. 6.1.1
1.2 Planning criteria for network developments should be described logically and succinctly. Where 6.1.1

probabilistic or scenario-based planning techniques are used, this should be indicated and the
methodology briefly described.

11.3 A description of strategies or processes (if any) used by the EDB that promote cost efficiency 4.3.2
including through the use of standardised assets and designs.

1.4 The use of standardised designs. 4.3.2

1.5 A description of strategies or processes (if any) used by the EDB that promote the energy 6.1.2

efficient operation of the network.

Equipment Capacity

11.6 A description of the criteria used to determine the capacity of equipment for different types of 6.1.2
assets or different parts of the network.

Project Prioritisation

1.7 A description of the process and criteria used to prioritise network development projects and 41;4.2
how these processes and criteria align with the overall corporate goals and vision.

Demand Forecasts

11.8 The AMP must provide details of demand forecasts, the basis on which they are derived, and 6.1.4,6.3
the specific network locations where constraints are expected due to forecast increases in
demand.
11.8.1 The AMP must explain the load forecasting methodology and indicate all the factors used in 6.1.4

preparing the load estimates.

11.8.2 The AMP must provide separate forecasts to at least the zone substation level covering at least 6.1.4-6.3
a minimum five year forecast period. Discuss how uncertain but substantial individual projects/
developments that affect load are taken into account in the forecasts, making clear the extent to
which these uncertain increases in demand are reflected in the forecasts.

11.8.3 The AMP must identify any network or equipment constraints that may arise due to the 6.3
anticipated growth in demand during the AMP planning period.
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Distributed Generation

Reference |  Requirement | et |

11.8.4 The AMP must discuss the impact on the load forecasts of any anticipated levels of distributed 6.1.3
generation in a network, and the projected impact of any demand management initiatives.

Network Development Options

11.9 The AMP must provide analysis of the significant network level development options identified 6.3
and details of the decisions made to satisfy and meet target levels of service, including:
11.9.1 The reasons for choosing a selected option for projects where decisions have been made. 6.1
11.9.2 The alternative options considered for projects that are planned to start in the next five years 6.3-6.4
and the potential for non-network solutions described.

11.9.3 The consideration of planned innovations that improve efficiencies within the network, such as 5.5.2
improved utilisation, extended asset lives, and deferred investment.

Network Development Programme

11.10 A description and identification of the network development programme including distributed 6.3-6.4
generation and non-network solutions and actions to be taken, including associated
expenditure projections. The network development plan must include-

11.10.1 A detailed description of the material projects and a summary description of the non- 6.3-6.4
material projects currently underway or planned to start within the next 12 months.
11.10.2 A summary description of the programmes and projects planned for the following four years 6.3-6.4
(where known).
11.10.3 An overview of the material projects being considered for the remainder of the AMP planning period. 6.3-6.4
11.11 A description of the EDB’s policies on distributed generation, including the policies for 6.1.3; 7.1

connecting distributed generation. The impact of such generation on network development
plans must also be stated.

Non-network solutions

11.12 A description of the EDB’s policies on non-network solutions, including- 6.1.1;7.1
11.12.1 Economically feasible and practical alternatives to conventional network augmentation. These 6.1.1;7.1
are typically approaches that would reduce network demand and/or improve asset utilisation.
11.12.2 The potential for non-network solutions to address network problems or constraints. 41.2;7A1
12 The AMP must provide a detailed description of the lifecycle asset management processes, including:
12.1 The key drivers for maintenance planning and assumptions. 8.2
12.2 Identification of routine and corrective maintenance and inspection policies and 8.4

programmes and actions to be taken for each asset category, including associated
expenditure projections. This must include-
12.2.1 The approach to inspecting and maintaining each category of assets, including a description 8.4
of the types of inspections, tests and condition monitoring carried out and the intervals at
which this is done.

12.2.2 Any systemic problems identified with any particular asset types and the proposed actions 8.4
to address these problems.

12.2.3 Budgets for maintenance activities broken down by asset category for the AMP planning period. 8.4
12.3 Identification of asset replacement and renewal policies and programmes and actions to be taken 8 %)
for each asset category, including associated expenditure projections. This must include- x
12.3.1 The processes used to decide when and whether an asset is replaced or refurbished, 4.1.1;8; 2
including a description of the factors on which decisions are based, and consideration of Appendix B E
o
<

future demands on the network and the optimum use of existing network assets.
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Risk Management

12.3.2 A description of innovations made that have deferred asset replacement. 4.1.1; 8;
Appendix B
12.3.3 A description of the projects currently underway or planned for the next 12 months. 8.4
12.3.4 A summary of the projects planned for the following four years (where known). 8.4
12.3.5 An overview of other work being considered for the remainder of the AMP planning period. 8.4
12.4 The asset categories discussed in subclauses 12.2 and 12.3 above should include at least 8.4

the categories in subclause 4.5 above.

Non-network Development, Maintenance and Renewal

13 AMPs must provide a summary description of material non-network development, maintenance and renewal
plans, including—

13.1 A description of non-network assets. 2.9;7.2

13.2 Development, maintenance and renewal policies that cover them. 7.3

13.3 A description of material capital expenditure projects (where known) planned for the next 7.3
five years.

13.4 A description of material maintenance and renewal projects (where known) planned for the 7.3
next five years.

14 AMPs must provide details of risk policies, assessment, and mitigation, including:

14.1 Methods, details and conclusions of risk analysis. 3.3

14.2 Strategies used to identify areas of the network that are vulnerable to high impact low 3.3.5

probability events and a description of the resilience of the network and asset management
systems to such events.

14.3 A description of the policies to mitigate or manage the risks of events identified in subclause 14.2. 3.3.5
14.4 Details of emergency response and contingency plans. 3.3.5
15 AMPs must provide details of performance measurement, evaluation, and improvement, including:
15.1 A review of progress against plan, both physical and financial. 5.2.4;5.3.4;
5.3.5;5.4.4;
5.5.4;7.1; 8.1
15.2 An evaluation and comparison of actual service level performance against 5.2.4;5.3.4;
targeted performance. 5.3.5; 5.4.4;
5.5.4;
15.3 An evaluation and comparison of the results of the asset management maturity assessment 1.1.2;3.44

disclosed in the Report on Asset Management Maturity set out in Schedule 13 against
relevant objectives of the EDB’s asset management and planning processes.

15.4 An analysis of gaps identified in subclauses 15.2 and 15.3 above. Where significant gaps 3.4.3;5.2.4;
exist (not caused by one-off factors), the AMP must describe any planned initiatives to 5.3.4;5.3.5;
address the situation. 5.4.4;5.5.4;

16 AMPs must describe the processes used by the EDB to ensure that:

16.1 The AMP is realistic and the objectives set out in the plan can be achieved. Throughout

document

16.2 The organisation structure and the processes for authorisation and business capabilities will 1.1.8

support the implementation of the AMP plans.
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APPENDIX D: DIRECTOR CERTIFICATION

CERTIFICATE FOR YEAR-BEGINNING DISCLOSURES
Pursuant to clause 2.9.1 of Section 2.9

We, Kot Cia b e [/ jand £ i g lyn S7celc being Directors of WEL Networks
Limited certify that, having made all reasonable enquiry, to the best of our knowledge -

a) the following attached information of WEL Networks Limited prepared for the purposes of clause 2.6.1
and 2.6.5(3) of the Electricity Information Disclosure Determination 2012 in all material respects
complies with that determination; and

b} the prospective financial or non-financial information included in the attached information has been
measured on a basis consistent with regulatory requirements or recognised industry standards.

W /_j §4 e s
Diﬁctnr Director

ZF._E.-'_-):‘: & 5’43-* o er 2 pﬁg‘”b&# & e
Date Date
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Freephone: 0800 800 935
Main Office: 07 850 3100

114 Maui St, Te Rapa, Hamilton 3200
PO Box 925, Hamilton 3240




